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Many areas in which classifiers are applied do not only require high predictive performance,
but also interpretability of the predictions. An important category of interpretable symbolic
classifiers are rule-based models. Most rule-based algorithms use heuristics to learn the models
and are designed for specific classification tasks.

Recent studies have explored the use of gradient-based approaches from the neural network
literature to learn this type of classifier, combining the strengths of both neural and symbolic
learning to leverage the literature of neural networks for rule learning. However, these studies
focused on (non-ordered) rule sets, while much of the literature on rule learning uses (ordered)
rule lists. Rule sets are based on a IF ... THEN Positive; IF ... THEN Positive; (...); ELSE Negative
structure, where every rule predicts the same class, while rule list follow a IF ... THEN ...; ELSE IF
... THEN ...; (...); ELSE ... pattern, where every rule can predict a different class. An interesting
aspect of rule lists is that they remain fully interpretable for multi-class classification tasks.

In this work, we extended Qiao et al’s neural network for learning rule sets [2] by adding
hierarchy among the rules, which allows us to learn rule lists. Additionally, our model can
solve multi-class classification problems instead of being limited to binary problems. Finally,
our proposal can be easily adapted to solve multi-label classification problems. Overall, our
work provides a novel contribution to the field of neuro-symbolic learning by introducing an
approach for learning neural networks that represent interpretable classification rules.

Our neural network for rule learning (RL-Net) utilizes the neural network’s structure and
its gradient-based learning optimization to learn rule lists. It is composed of four layers, as
depicted in Figure 1. The first one receives the dataset’s binary features. The input is then
connected to the rule layer that learns the conditions composing the different rules. The next
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Figure 1: Architecture of RL-Net and its equivalent translation.

layer expresses the hierarchy among the rules, which is necessary to learn rule lists instead of
rule sets. Finally, the output layer gives a class label to each rule. To remain fully interpretable,
the activations and weights of the model’s nodes are mostly binary or ternary in order to mimic
the behavior of the logical operation AND and the hierarchy between the rules. The four different
layers are described in detail in the original paper and the source code is available online’.

RL-Net performs similarly to the state-of-the-art rule-based algorithms on binary and multi-
class classification problems. Moreover, we showed that RL-Net can easily be adapted to
multi-label learning tasks but cannot fully compete with the widely used algorithms yet. A
presentation and discussion of the experiments is provided in the original paper.

Further research includes working on the multi-label classification, taking better advantage
of the maximal number of rules that are allowed by the user, and integrating our RL-Net in
some developed fields of the neural network literature.
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