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ABSTRACT
We propose a method for efficient training of Q-functions for
continuous-state Markov Decision Processes (MDPs), such that
the traces of the resulting policies satisfy a given Linear Tempo-
ral Logic (LTL) property. LTL, a modal logic, can express a wide
range of time-dependent logical properties (including safety) that
are quite similar to patterns in natural language. We convert the
LTL property into a limit deterministic Büchi automaton and con-
struct an on-the-fly synchronised product MDP. The control policy
is then synthesised by defining an adaptive reward function and by
applying a modified neural fitted Q-iteration algorithm to the syn-
chronised structure, assuming that no prior knowledge is available
from the original MDP (namely, the method is model-free). The pro-
posed method is evaluated in a numerical study to test the quality
of the generated control policy and is compared with conventional
methods for policy synthesis, such as MDP abstraction (Voronoi
quantizer) and approximate dynamic programming (fitted value
iteration).
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1 INTRODUCTION
Reinforcement Learning (RL) is a successful paradigm for training
an autonomous agent to make optimal decisions when interact-
ing with an MDP, when the stochastic behaviour of the MDP is
unknown. Conventional RL is mostly focused on problems where
the set of states of the MDP and the set of possible actions are
finite. Nonetheless, many interesting real-world problems require
actions to be taken in response to high-dimensional or real-valued
sensory inputs [4]. A number of solutions have been proposed to
deal with MDPs with large or uncountably infinite state spaces, e.g.,
CMACs [21], kernel-based modelling [16], tree-based regression [6],
generalisation via basis functions [3], etc. Among these methods,
neural networks stand out thanks to their ability to construct a
generalisation of any non-linear function over continuous (or a
very large discrete) domains [12], relying only on a set of samples
from that domain. This feature has attracted significant attention
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in the machine learning community, resulting in numerous appli-
cations of neural networks on infinite- or large-state space MDPs,
e.g., Deep Q-networks [15], TD-Gammon [23], Asynchronous Deep
RL [14], Neural Fitted Q-iteration [17] and CACLA [25].

In this paper, we propose the first formal architecture that en-
ables RL to generate policies that satisfy an arbitrary given Linear
Temporal Logic (LTL) property for continuous-state MDPs. LTL en-
ables the formalisation of complex mission requirements with a rich
time-dependent language and can express sophisticated high-level
control objectives that are hard (if at all possible) to achieve by on
standard reward-based setups [20, 22] or by recent methods such
as Policy Sketching [2]. The most immediate application of LTL in
RL is for safe learning: for this use case, we show that the proposed
architecture is efficient and that it can be combined easily with re-
cently developed RL algorithms, and specifically with architectures
apt at dealing with continuous-space MDPs. Detailed discussions
and further in-depth analysis can be found in [9].

There exist a number of algorithms that can synthesise policies
with LTL constrains in finite-stateMDPs by employing model-based
RL (e.g., [7]). Logic-based synthesis for continuous-space models
has been so far limited to DP- or optimisation-based techniques
[1, 8, 24]. However, the first model-free formal LTL-constrained RL
algorithm for fully unknown finite-state MDPs has appeared in [10].
[10] further shows that the RL procedure sets up an off-policy
local value iteration method to efficiently calculate the maximum
probability of satisfying the given property, at any given state of
the MDP. The work in [10] has been extended to [11] with in-depth
discussions on theory and also additional experiments.

2 PRELIMINARIES
Definition 2.1 (Continuous-state Space MDP (CSMDP)). The tuple

M = (S,A, s0, P ,AP,L) is a CSMDP over a set of states S = Rn ,
where A is a finite set of actions, s0 is the initial state and P :
B(Rn ) × S × A → [0, 1] is a Borel-measurable transition kernel
that assigns to any state and any action a probability measure
on the Borel space (Rn ,B(Rn )) [5]. AP is a finite set of atomic
propositions and a labelling function L : S→ 2AP assigns to each
state s ∈ S a set of atomic propositions L(s ) ⊆ 2AP [5]. ⌟

When analysing a CSMDP, the standard finite look-up table used
in classical RL algorithms such as Q-learning (QL) is of no use.
We aim to preserve the key benefit of QL, namely to synthesise
policies from finite experiences and without maintaining a model
of the MDP. Neural Fitted Q-iteration (NFQ) [17] achieves this
by employing a multi-layer perceptron [13] to approximate the
Q-function over the set of experience samples. NFQ is the key
algorithm behind Deep Reinforcement Learning [15].



Definition 2.2 (Policy Satisfaction). Given an LTL1 formula φ, we
state that a stationary deterministic policy Pol : S → A satisfies
an LTL formula φ if P[L(s0)L(s1)L(s2)... ∈ Words(φ)] > 0, where
every transition si → si+1, i = 0, 1, ... is executed by taking action
Pol (si ) at state si . ⌟

An LTL formula can be expressed by various finite-state au-
tomata. We employ Limit-Deterministic Büchi Automata (LDBA),
which yield a succinct representation, enable fast convergence, and
are applicable with MDPs.

Definition 2.3. [Limit Deterministic Büchi Automaton (LDBA)]
An LDBA is a special case of Generalised Büchi Automaton (GBA).
Formally, a GBA N = (Q,q0, Σ,F,∆) is a structure where Q is a
finite set of states, q0 ⊆ Q is the set of initial states, Σ = 2AP is a
finite alphabet, F = {F1, ..., Ff } is the set of accepting conditions
where Fj ⊂ Q, 1 ≤ j ≤ f , and ∆ : Q × Σ → 2Q is a transition
relation. A GBA N = (Q,q0, Σ,F,∆) is limit deterministic if Q can
be partitioned into two disjoint sets Q = QN ∪ QD , such that (1)
∆(q,α ) ⊆ QD and |∆(q,α ) | = 1 for every state q ∈ QD and for
every corresponding α ∈ Σ, (2) for every Fj ∈ F, Fj ⊂ QD [19]. ⌟

3 LOGICALLY-CONSTRAINED NFQ
In this section, we propose an NFQ-based algorithm that is able
to synthesise a policy (or a set thereof) that satisfies a temporal
logic property. We call this algorithm Logically-Constrained NFQ
(LCNFQ). We formally relate the MDP and the given automaton
by synchronising them on-the-fly, creating a new structure that
enforces the logical property and that furthermore is prone to RL
algorithms.

Definition 3.1 (ProductMDP). Given anMDPM(S,A, s0, P ,AP,L)

and an LDBA N(Q,q0, Σ,F,∆) with Σ = 2AP, the product MDP is
defined as (M ⊗ N) = MN = (S⊗,A, s⊗0 , P

⊗,AP⊗,L⊗,F⊗ ), where
S⊗ = S × Q, s⊗0 = (s0,q0), AP⊗ = Q, L⊗ = S × Q → 2Q such
that L⊗ (s,q) = q and F⊗ ⊆ S⊗ is the set of accepting states
F⊗ = {F ⊗1 , ..., F

⊗
f }, where F ⊗j = S × Fj . The transition kernel

P ⊗ is such that, given the current state (si ,qi ) and action a, the
new state is (sj ,qj ), where sj ∼ P (·|si ,a) and qj ∈ ∆(qi ,L(sj )). ⌟

By synchronising MDP states with LDBA states in the product
MDP we add an extra dimension to the state space of the original
MDP. The role of the added dimension is to track the automaton
state and, hence, to evaluate the satisfaction of the corresponding
LTL property. Note that LCNFQ is fully model-free and there is no
need to construct the product MDP explicitly. The synchronised
product MDP subsumes the transition relations of the original
MDP and the structure of the Büchi automaton, thus it inherits
characteristics of both. Thus, an appropriate reward function2 can
guide RL to find a policy that is optimal with respect to satisfaction
of the LTL property φ on the MDP.

We now discuss generalisation issues. In LCNFQ, we employ
n separate multi-layer perceptrons with one hidden layer where
n = |Q| and Q is the finite cardinality of the automaton N. Each
neural net is associated with a state in the LDBA and together the
neural nets approximate the Q-function in the product MDP. For
1Syntax and semantics of LTL are thoroughly discussed in [9].
2Details can be found in [9].

each automaton state qi ∈ Q the associated neural net is called
Bqi : S⊗×A→ R. Once the agent is at state s⊗ = (s,qi ) the neural
net Bqi is used for the local Q-function approximation. The set of
neural nets acts as a global Q-function approximatorQ : S⊗ ×A→
R. Note that the neural nets are not decoupled from each other. For
example, assume that by taking action a in state s⊗ = (s,qi ) the
agent is moved to state s⊗′ = (s ′,qj ) where qi , qj . The weights of
Bqi are updated such that Bqi (s⊗,a) has minimum possible error to
R (s⊗,a)+γ maxa′ Bqj (s⊗

′
,a′). Therefore, the value of Bqj (s⊗

′
,a′)

affects Bqi (s⊗,a).
Let qi ∈ Q be a state in the LDBA. Then define Eqi := {(·, ·, ·, ·,x )

∈ E|x = qi } as the set of experiences withinE that is associated with
state qi , i.e., Eqi is the projection of E onto qi . Once the experience
set E is gathered, each neural net Bqi is trained by its associated
experience set Eqi . At each iteration a pattern set Pqi is generated
based on Eqi : Pqi = {(inputl , targetl ), l = 1, ..., |Eqi |)}, where
inputl = (sl

⊗,al ) and targetl = R (sl
⊗,al )+γ maxa′∈AQ (sl

⊗′,a′)

such that (sl ⊗,al , sl ⊗
′
,R (sl

⊗,al ),qi ) ∈ Eqi . The pattern set is used
to train the neural net Bqi . We use Rprop [18] to update the weights
in each neural net, as it is known to be an efficient method for batch
learning [17]. In each cycle of LCNFQ, the training schedule starts
from networks that are associated with accepting states of the
automaton and goes backward until it reaches the networks that
are associated to the initial states. In this way, we allow the Q-value
to back-propagate through the product MDP. LCNFQ stops when
the generated policy stops improving for long enough.

4 EXPERIMENTS AND DISCUSSION
We have tested the performance of LCNFQ in a mission planning
task for an autonomous Mars rover, and benchmarked it against
alternatives, namely the use of a Voronoi Quantiser (VQ) and the
use of Fitted Value Iteration (FVI). The results are presented in
Table 1, where LCNFQ has outperformed the alternative algorithms.
LCNFQ exploits the positive effects of generalisation in neural
networks, while at the same time it avoids the negative effects of
disturbing previously learned experiences. This means that LCNFQ
requires less experience and the learning process is highly data
efficient, which leads to increases in scalability and applicability of
the proposed algorithm. Let us conclude emphasising that LCNFQ is
model-free, meaning that the learning only depends on the sample
experiences that the agent gathered by interacting and exploring
the MDP.
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