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Abstract

Description Logics (DLs) are useful in the database domain, where they can
be used to reason, e.g., about conceptual schemas and query containment. DL
knowledge bases derived from relatively small UML diagrams have, however,
proven difficult of impossible for state of the art DL systems to solve. We show
that in the FaCT system this problem results from the failure of dependency
directed backtracking to prune the search space caused by non-deterministic
expansion of qualified number restrictions. We present an enhanced dependency
directed backtracking technique that is able to deal more effectively with these
constructs, along with empirical results demonstrating that, after the addition of
this enhanced technique, the FaCT system is able to deal much more effectively
with UML derived KBs.

1 Introduction

Description Logics (DLs) are a family of knowledge representation formalisms based
on the notion of concepts (unary predicates or classes) and roles (binary relations or
properties). DLs have been/are being used in wide range of applications including
configuration [13] and ontological engineering (e.g., for the semantic web [4]).

More surprisingly, they have also proved useful in the database domain, where
they can be used, e.g., to reason about conceptual schemas and query containment
[3, 2, 10]. Their use in this context stems from the fact that most common data
modelling formalisms (e.g., extended entity-relationship diagrams and UML [3]) can
be captured by then-ary DL DLR, and the fact that an encoding ofDLR in the
SHIQ DL [2] allows state of the art DL systems (such as FaCT [11] and Racer [7])
to provide reasoning services forDLR.

For expressive DLs such asSHIQ, the worst case complexity of the basic infer-
ence problems (satisfiability and subsumption) is discouragingly high (at least EXP-
TIME-complete). Implementors of DL systems have, however, been very successful



in overcoming this problem by developing sophisticated optimisation techniques that
dramatically improve typical case performance. Systems employing such techniques
have proved highly successful and have, e.g., been shown to be able to deal with large
knowledge bases (KBs) derived from realistic applications [11, 6].

Recent work has, however, demonstrated these systems to be much less successful
in reasoning with KBs derived from the encoding of UML models inSHIQ (via
DLR) [1]. In several cases, the encoding of even relatively small UML diagrams
resulted in (still relatively small) KBs that could not be solved by any available DL
system. In this paper we present the results of an investigation into the cause of
this intractability in the FaCT system. We first show that it results from the non-
deterministic expansion ofqualified number restrictions, and in particular from the
failure of FaCT’s dependency directed backtracking (a key optimisation technique) to
prune the resulting search space. We then present an enhanced dependency directed
backtracking technique that is able to deal more effectively with these constructs,
along with empirical test result demonstrating that, after the addition of this enhanced
technique, the FaCT system is able to deal much more effectively with UML derived
KBs.

2 Qualified number restrictions

It has already been observed in [1] that the intractability seems to derive from the use
of cardinality constraints in the UML model. As a result of the encoding ofDLR
roles, these constraints lead to the occurrence of qualified number restrictions in the
SHIQ KB, i.e., concepts of the form>nR.C and6nR.C, wheren is a nonnegative
integer,R is a role andC is a (possibly complex) concept.

It is well known that number restrictions in general, and qualified number re-
strictions in particular, could be a serious cause of intractability due to the non-
determinism that they introduce. In the tableaux algorithms used by state of the art
DL systems, this non-determinism is manifested in the expansion rules dealing with
6nR.C concepts: thechoose-rule and the6-rule.

These algorithms operate on trees where the nodes represent individuals and the
edges represent roles. Each node is labelled with a set of concepts (we will useL(x)
to denote the label of a nodex) and each edge is labelled with a set of role names. A
nodey is said to be anR-neighbour of a nodex if y is a successor ofx andR is in the
label of the edge connectingx to y, or if y is the predecessor ofx, andR− is in the
label of the edge connectingy to x. The basic idea of the6-rule is that, given a node
x such that6nR.C ∈ L(x), x hasm R-neighbours that are “C-nodes”, andm > n,
then some of these neighbouringC-nodes must be identified (collapsed into single
nodes) in order to reduce their number ton. Before this rule can be applied, however,
the choose-rule must be used in order to explicate which ofx’s R-neighbours are
C-nodes, i.e., which of them have the conceptC in their labels.



The most obvious problem seems to be the6-rule, as there may be many different
ways in which them R-neighbour nodes can be collapsed inton nodes (in fact the
number ofn-partitions that can be formed from a set of sizem), and this number
grows rapidly with increasing values ofn andm. Research has so far concentrated
on minimising the search space resulting from such combinations, e.g., by using al-
gebraic methods [5].

The UML derived KBs, however, only contain6nR.C restrictions wheren is
equal to 1. At first sight these would appear to be relatively harmless, as the6-rule
now becomes deterministic: allR-neighbouringC-nodes must be collapsed into a
single node. The non-determinism introduced by thechoose-rule remains, however,
and in this case proves to be the cause of the intractability. When applied to a node
x, the purpose of thechoose-rule is to explicate theC status of theR-neighbours of
x by non-deterministically addingC or¬C to the labels ofR-neighbours not already
containing one of these concepts.

3 Dependency directed backtracking

Dependency directed backtracking, in particular backjumping, is a key optimisation
employed by DL systems [12]. The idea of backjumping is to tag concepts in the
tableaux expansion tree to indicate any non-deterministic choices on which their ex-
istence depends. When the algorithm discovers a contradiction orclash(e.g., a node
with bothC and¬C in its label) the tags can be used to determine the most recent
non-deterministic expansion where another choice could alleviate the cause of the
clash.

For logics likeSHF , where disjunctions are the only source of non-deterministic
expansion, the operation of backjumping is fairly straightforward. Roughly speaking,
it operates as follows: at the start of the expansion, all concepts are tagged with the
emptyset; when a concept is added to a node label as a result of one of the determin-
istic expansion rules, it is tagged with the union of the tags from the concepts that
triggered the rule; when a concept is added to a node label by thei-th application of
thet-rule, it is tagged with a set{i}; when a clash is detected, the algorithm jumps
back to thej-th application of thet-rule, wherej is the smallest number in the union
of the tags of the concepts causing the clash.

In aSHIQ reasoner, the application of this technique becomes much more com-
plex as the interaction of thechoose-rule and the6-rule makes it difficult to determine
the (optimal) dependencies of the concepts in the label of a collapsed node, and hence
the cause of a clash (indirectly) resulting from an application of the6-rule. E.g.:

• The presence of concepts in the label of a collapsed nodex may depend on
qualifying concepts (possibly introduced by thechoose-rule) in the labels of
the nodes collapsed intox as well as on the6nR.C concept that triggered the
application of the6-rule.



• If a clash derives entirely from concepts coming from the same successor, how-
ever, then it is independent of the operation of either thechoose-rule or the
6-rule.

• L(x) only contains one copy of the qualifying conceptC (the label is a set), and
if this concept is involved in the unsatisfiability it may be difficult to determine
the optimal dependency set.

Moreover, the algorithm may be sensitive to the order in which thechoose-rule is
applied to successors, whether the qualifying concept or its negation is tried first, and
the order in which the successors of a node are explored. E.g., if the qualifying con-
cept isC, and¬C leads (non-trivially) to unsatisfiability when added to neighbours
of the node containing the6nR.C concept, then choosing¬C first may lead to sig-
nificant amounts of backtracking search (depending on the order in which successors
are explored). On the other hand, ifC is (non-trivially) unsatisfiable, then choosing
C first may be equally disadvantageous.

Given the conjecture that qualified number restrictions with large values ofn
would rarely be encountered in realistic applications, and that the non-determinism
resulting from such concepts would therefore be relatively insignificant, the initial
implementation of FaCT’sSHIQ reasoner paid little attention to these problems.
When an application of the6-rule leads to a clash, the dependencies are computed
from the tags of the concepts directly involved in the clash, plus those of the triggering
6nR.C concept andall the relevant qualifying conceptsC.

3.1 A simple example

Consider the concept

∃r.(B u C1) u . . . u ∃r.(B u Cn) u61r.D.

The concept is clearly satisfiable w.r.t. a KBK = {B v ∃r.(∀r−.D)}. If, however,
thechoose-rule selects the negated qualifying concept first (which seems to be a rea-
sonable choice as it could obviate the need to apply the6-rule), then depending on
the order in which successors are explored, this could cause the algorithm to search all
2n possible ways of applying thechoose-rule before discovering that selectingD in
every case, followed by an application of the6-rule, results in a clash free expansion.

On the other hand, the same concept and the KBK = {B v ∃r.(∀r−.¬D)} could
lead to similarly pathological behaviour if thechoose-rule selects the non-negated
qualifying concept first. Note that neither case involves number restrictions with a
number greater than one.

The above examples may seem artificial, but as a result of theDLR encoding,
KBs derived from UML models can contain just this kind of construction. Moreover,
because of the cyclical nature of these KBs, and the fact that qualifying concepts



may be complex and require significant additional expansion in order to discover
any consequent unsatisfiability, the tableaux algorithm may build trees with several
occurrences of such constructions in a single branch.1 Inefficient exploration of the
resulting search space, due to the failure of the backjumping optimisation, can cause
excessive run time and/or excessive memory usage.2

4 Enhanced Backjumping

In order to address the problems discussed in Section 3, an enhanced version of the
backjumping optimisation has been devised and implemented in the FaCT system
(version 2.32.9). In order to simplify the algorithm (and the implementation), and to
test its effectiveness w.r.t. the UML derived KBs, the enhanced optimisation currently
only works with “functional” number restrictions, i.e., those wheren = 1.

Enhanced backjumping works as follows:

1. When the6-rule causes a nodey to be merged into a nodex, the concepts from
L(y) are tagged to indicate that they are derived from nodey.

2. When an application of the6-rule leads to a clash, the algorithm determines
which nodes the clashing concepts were derived from:

– if the clash depends on more than one node, then the dependencies in-
clude those deriving from the concepts directly involved in the clashplus
those deriving from the qualifying concepts in the relevant nodes and the
relevant6nR.C concept;

– if the clash depends on only one node, then only the dependencies of the
concepts directly involved in the clash are included.

In addition, the algorithm tries to apply thechoose-rule to successor nodes in the same
order in which they will be subsequently explored.

5 Empirical Evaluation

In order to facilitate experimentation, enhanced backjumping can be switched on or
off using a flag; moreover, another flag controls whether thechoose-rule first adds the
qualifying concept or its negation.

The enhanced algorithm was tested using five KBs derived from UML diagrams,
and the results are shown in Figure 1. In the column headings,E indicates the en-
hanced algorithm,B indicates the basic algorithm,Q indicates that the non-negated

1Improved blocking alleviates this problem, but does not eliminate it.
2The trace technique [8] cannot be used withSHIQ, and state saving can easily exhaust system

memory when exploring very large search spaces.



KB E/Q E/¬Q B/Q B/¬Q
hospital 38.69 2.59 T 2.78
library 2.09 0.28 3.43 0.34
restaurant 11.12 M 309.91 M
soccer 3.99 M 1,707.94 M
workshop 15.33 M 4,016.92 M

Figure 1: Results of evaluation with UML derived KBs

qualifying concept is tried first and¬Q indicates that the negated qualifying concept
is tried first. The figures are the run time in seconds to classify the KB, with M in-
dicating that system memory was exhausted and T indicating that the a time limit of
36,000s was exceeded. All the experiments were carried out using a 1GHz Pentium
III processor with 512MB of RAM.

Several interesting points emerge from the results. Firstly, the behaviour of the
algorithm is highly dependent on the order in which thechoose-rule tries the negated
or non-negated qualifying concept. In what seem to be relatively trivial problems (i.e.,
hospital and library, KBs derived from UML models in which there are no maximum
cardinality constraints), trying the negated qualifying concept first is best, but for
harder problems this strategy leads to trees/search spaces so large that they exhaust
system memory. Trying the non-negated qualifying concept first generates smaller
models (because many successors are then combined into a single node by the6-
rule), but a much larger search space and thus much longer run times.

Secondly, the enhanced backjumping optimisation is very effective in pruning the
larger search space generated by trying the non-negated qualifying concept first, with
improvements typically ranging between 2 and 3 orders of magnitude. In the trivial
cases, however, the improvement is not enough to offset the adverse effect caused by
not trying the negated qualifying concept first.

6 Discussion

This experiment confirms what we know from earlier work: that backjumping is a
crucial optimisation, and that many problems that are easy for algorithms using back-
jumping become difficult or impossible when it is absent or ineffective [9]. As Fig-
ure 1 shows, with the enhanced backjumping technique (and selecting non-negated
qualifying concepts first) the FaCT system was able to deal with all of the UML de-
rived KBs, some of which had previously been difficult or impossible to solve.

The current design and implementation of enhanced backjumping is very much
a first prototype. There is still a great deal to be done regarding heuristic orderings,
and the technique needs to be extended to deal with number restrictions wheren is



greater than 1. It seems likely that improvements in the design and implementation
of the technique, and in particular improved ordering heuristics, will yield further
significant performance improvements.

More importantly, however, it is clear that the interaction of (enhanced) backjump-
ing with qualified number restrictions is sufficiently complex that it can no longer be
considered an implementation detail: a precise analysis/specification of the algorithm
and a formal proof of its correctness are urgently required. Such a specification and
proof is the subject of ongoing work.
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