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## 1 INTRODUCTION

As we have seen in preceding chapters, the worst case complexity of basic reasoning tasks, such as deciding the satisfiability of a modal formula, is at least NP-complete for almost all modal logics. Moreover, for logics extended with features that are useful in practice, the worst case complexity can be much higher, e.g., ExpTime-complete for $\mathbf{K}_{n}$ extended with non-logical
axioms (background theories), and NExpTime-complete for $\mathbf{K}_{n}$ extended with converse modalities, graded modalities and nominals.

Some may regard these results as discouraging and the question arises whether automated computation with such logics can be feasible in practice. Fortunately, the kinds of pathological formulae/theories that give rise to these worst case results seem to be rarely encountered in realistic applications, and this has allowed for the successful development and deployment of automated reasoning systems for modal logics and their notational variant, description logics; see Chapter ??. Applications of such systems include, e.g., multi-agent systems [53, 60, 196], configuration [137], conceptual modelling [73], information integration [32], and ontology tools and applications [125, 131, 167, 189, 138, 197].

Even for application derived formulae/theories, however, naive implementations of theoretical proof systems, such as the tableau calculi presented in Chapter ??, are unlikely to be of practical utility. As pointed out in [40], without the use of an analytic cut rule, the minimal length of proofs using these calculi can exceed that of proofs using the truth table method for certain propositional (and modal) formulae. Further, not only is it important that short proofs exist, but also how we go about finding a proof or a counter-model. Much of the work presented in this chapter deals with techniques that reduce the size of the search space or help to traverse the search space more efficiently. Successful modern reasoning systems crucially employ specialised reasoning techniques along with optimisations to dramatically improve typical case performance; cf. for example [85, 90, 97, 115, 116, 158, 159]. In this chapter, we focus on reasoning and optimisation techniques used in tableau-based algorithms and translation-based methods.

Translation-based methods make use of the fact that a wide variety of modal logics can be translated into first-order logic; in fact, they can be considered as characterising certain fragments of first-order logic as explained in Chapter ??. To the translated modal formulae, we can apply first-order reasoning methods, in particular, refinements of resolution [16]. Using this combination of a translation method and resolution has some obvious advantages. Any modal logic which can be embedded into first-order logic can be treated. The translations are straightforward, and can be performed in time $O(n \log n)$, so the engineering effort is minimal. For the resolution part, standard resolution provers can be used, or otherwise they can be used with small adaptations. Modern resolution provers [169, 183, 194] are among the most sophisticated and fastest first-order logic theorem provers currently available. The translation method is generic, it can handle first-order modal logics, undecidable modal logics, and combinations of modal and non-modal logics. In all cases, soundness and completeness of the method is immediate from results showing that the translation is satisfiability equivalence preserving and the soundness and completeness of the resolution calculus for first-order logic. The semi-decidability of firstorder logic and the behaviour of first-order resolution on first-order formulae does not give us, however, any immediate insight into the modal fragment of first-order logic, which certainly is decidable, or the behaviour of first-order resolution on translated modal formulae. While termination of a resolution derivation from a translated modal formula is not always guaranteed, there are various ways, using different translations and different refinements of resolution, of obtaining translation-based decision procedures. In Section 3, we discuss some of these approaches and illustrate them using the modal logics $\mathbf{K}_{n}, \mathbf{K} \mathbf{4}_{n}, \mathbf{K B}_{n}, \mathbf{K}_{n}^{\smile}$ ( $\mathbf{K}_{n}$ with converse modalities), and $\mathrm{KB} 4_{n}$. Also, using the modal logic $\mathbf{K}_{n}$, we want to provide some fundamental understanding of how modern resolution provers work in general, what kind of optimisations are available, and how they can be used to provide effective and practical decision procedures for modal logics.

Tableau-based algorithms are closely related to the prefixed tableau systems presented in Chapter ??. In Section 4, we first explain the exact relationship between the two before de-
scribing a tableau algorithm which decides the satisfiability of formulae in the basic multi-modal logic $\mathbf{K}_{n}$. We then discuss implementation and optimisation techniques which can be used to turn this tableau algorithm into an effective and practical decision procedure for $\mathbf{K}_{n}$. Following the same structure, we also describe tableau-based algorithms for the modal logics $\mathrm{K} 4_{n}, \mathrm{~K}_{n}$ with non-logical axioms, $\mathbf{K}_{n}^{\smile}$, and their combinations and discuss implementation issues of those algorithms. Whereas the $\mathbf{K}_{n}$ tableau algorithm terminates "automatically", we use certain cycle detection mechanisms to ensure termination for other modal logics. It can be easily seen that these mechanisms must be chosen carefully to preserve correctness of the algorithm and, at the same time, to enable termination as soon as possible so as to avoid an unnecessarily long search. Interestingly, it has been shown by state of the art description logic reasoners [159, 90, 160] that such tableau algorithms are amenable to optimisation, and that they behave better than their worst-case complexity or that of the corresponding reasoning problem suggest: they implement non-deterministic double exponential decision procedures for logics that are ExpTime-complete.

In Section 5, we give an overview of alternative computational approaches to the satisfiability problem in modal logics. These include automata-based algorithms, direct resolution, the inverse method, and sequent-based approaches. In Section 6, we survey reasoning problems other than satisfiability and provability which are relevant for applications of modal logics, namely, model checking, proof checking, and computing correspondence properties for modal axiom schemata. Finally, we conclude the chapter with a brief review and discussion of current and future research.

## 2 SYNTAX, SEMANTICS, AND REASONING PROBLEMS OF MODAL LOGICS

Throughout this chapter, we use a notation that is compatible with the one presented in Chapter ??. We will use the symbols $p, q, p_{i}, q_{i}, \ldots$ for propositional variables. Here, we will be concerned with extensions and variants of the multi-modal $\operatorname{logic} \mathbf{K}_{n}$. The set of $\mathbf{K}_{n}$ formulae is the smallest set that contains all propositional variables, is closed under Boolean operators, and contains $[i] \psi$ and $\langle i\rangle \psi$ for each $1 \leq i \leq n$ and each $\mathbf{K}_{n}$ formula $\psi$. Formulae of the form $[i] \psi$ and $\langle i\rangle \psi$ are called box formulae and diamond formulae, respectively. In different sections, we will consider different normal forms of $\mathbf{K}_{n}$ formulae, and thus we are generous here and allow all kinds of Boolean operators and abbreviations, e.g. $\wedge, \vee, \neg, \rightarrow, \top$ (for any tautology), $\perp$ (for $\neg \mathrm{T}$ ), etc.

As usual, the semantics of $\mathbf{K}_{n}$ is defined in terms of relational, Kripke structures or frames. A frame is a tuple $\langle W, R\rangle$ of a non-empty set $W$ (of worlds) and a mapping $R$ from natural numbers $i, 1 \leq i \leq n$ to binary relations over $W$, thus $R(i) \subseteq W \times W$. Here and in the rest of the chapter, we use $R_{i}$ as an abbreviation of $R(i)$, and we say that $w$ is $i$-accessible from $v$ if $R_{i}(v, w)$. A model is given by a triple $\mathfrak{M}=\langle W, R, V\rangle$, where $\langle W, R\rangle$ is a frame and $V$ is a mapping from propositional variables to subsets of $W$. The notion of a formula $\psi$ being true in a model $\mathfrak{M}$ at a world $w \in W$ is inductively defined as follows (we omit the definition for most Boolean operators).

```
\(\mathfrak{M}, w \vDash p \quad\) iff \(w \in V(p)\)
\(\mathfrak{M}, w \quad \models \quad \neg \quad\) iff not \(\mathfrak{M}, w \models \psi\)
\(\mathfrak{M}, w \models \psi \wedge \phi \quad\) iff \(\mathfrak{M}, w \models \psi\) and \(\mathfrak{M}, w \models \phi\)
\(\mathfrak{M}, w \quad \vDash \vee \phi \quad\) iff \(\mathfrak{M}, w \models \psi\) or \(\mathfrak{M}, w \models \phi\)
\(\mathfrak{M}, w \quad[i] \psi \quad\) iff \(\mathfrak{M}, v=\psi\), for all \(v\) with \(R_{i}(w, v)\)
\(\mathfrak{M}, w \quad \vDash\langle i\rangle \psi \quad\) iff \(\mathfrak{M}, v \models \psi\), for some \(v\) with \(R_{i}(w, v)\)
```

A modal formula $\phi$ is satisfiable in $\mathbf{K}_{n}$ if there exists some $\mathfrak{M}=\langle W, R, V\rangle$ such that, for some
$w \in W, \mathfrak{M}, w \neq \phi$. In this case, we say that $\phi$ is satisfied in $\mathfrak{M} . \phi$ is valid in $\mathbf{K}_{n}$ if, for every $\mathfrak{M}=\langle W, V\rangle$ and every $w \in W, \mathfrak{M}, w \models \phi ; \phi$ and $\psi$ are equivalent if $\phi \leftrightarrow \psi$ is valid.

As usual, satisfiability and validity are inter-reducible, i.e., $\phi$ is satisfiable iff $\neg \phi$ is not valid, and $\phi$ is valid iff $\neg \phi$ is unsatisfiable. Thus, in what follows, we will mostly concentrate on a single inference problem, namely satisfiability testing. It is well-known that the satisfiability problem (and thus validity) in $\mathbf{K}_{n}$ is PSpace-complete [93, 129] (see also Chapter ??), and there are various decision procedures for this problem [49, 93, 129] and implementations thereof [87, 90, 120, 159]. Many of these procedures exploit the fact that any satisfiable $\mathbf{K}_{n}$ formula is satisfied in a finite tree model (i.e., one where the relational structure of the frame forms a finite tree) of depth linear in the size of the input formula. In this chapter, we will discuss in depth a resolution-based algorithm (in Section 3) and a tableau-based algorithm (in Section 4) for the satisfiability of $\mathbf{K}_{n}$, and then explain how these two basic algorithms can be modified to also decide more expressive modal logics.

We will often restrict our attention to formulae in negation normal form (NNF). In formulae in NNF, $\wedge, \vee$, and $\neg$ are the only Boolean connectives used, and negation occurs only in front of propositional variables. Each formula of $\mathbf{K}_{n}$ and all extensions of $\mathbf{K}_{n}$ discussed in this chapter can be easily transformed into an equivalent formula in NNF in linear time, by pushing negation inwards, using a combination of de Morgan's laws and the duality between box and diamond formulae.

In this chapter we refer to a number of extensions of $\mathbf{K}_{n}$ which we define in the following.
$K 4_{n}, \mathrm{~KB}_{n}$, and $\mathrm{KB} 4_{n}$. We will discuss decision procedures for $K 4_{n}$, the multi-modal logic of transitive frames, $\mathbf{K B}_{n}$, the multi-modal logic of symmetric frames, and $\mathbf{K B} 4_{n}$, the multi-modal logic of symmetric and transitive frames. All these logics share the same language with $\mathbf{K}_{n}$, but their semantics is based on different classes of frames. As $\mathbf{K} 4_{n}$ models, we only consider those models that are based on frames $(W, R)$ in which each $R_{i}$ is transitive, i.e., where for any $u, v, w \in W, R_{i}(u, v)$ and $R_{i}(v, w)$ imply $R_{i}(u, w)$. For example, $\langle i\rangle\langle i\rangle p \wedge[i] \neg p$ is $\mathbf{K}_{n}$ satisfiable, whereas the same formula is $\mathbf{K} 4_{n}$ unsatisfiable. As $\mathbf{K B}{ }_{n}$ models, we only consider models that are based on frames $(W, R)$ in which each $R_{i}$ is symmetric, i.e., where for any $u, v \in W, R_{i}(u, v)$ implies $R_{i}(v, u)$. An example of a formula which is $\mathbf{K}_{n}$ and $\mathbf{K} 4_{n}$ satisfiable, but $\mathbf{K B}_{n}$ unsatisfiable, is $\neg p \wedge\langle i\rangle[i] p$. Finally, $\mathbf{K B 4} 4_{n}$ models are based on frames $(W, R)$ where each $R_{i}$ is symmetric and transitive. The formula $\langle i\rangle \neg p \wedge\langle i\rangle[i] p$, for example, is $\mathrm{KB} 4_{n}$ unsatisfiable, but satisfiable in $\mathbf{K}_{n}, \mathbf{K} 4_{n}$, and $\mathrm{KB}_{n}$.

The modal logic $\mathbf{K} 4_{n}$ is axiomatised by the axioms of the modal logic $\mathbf{K}_{n}$ (see, for example, Chapter ??), plus the axiom schema $\mathbf{4}$ below. Similarly, $\mathbf{K B}_{n}$ is axiomatised by adding the axiom schema $\mathbf{B}$ to the axiomatisation of $\mathbf{K}_{n}$. Finally, for $\mathbf{K B} 4_{n}$, we add both axiom schemas $B$ and 4.

Axiom 4

$$
\begin{aligned}
{[i] \phi } & \rightarrow[i][i] \phi \\
\phi & \rightarrow[i]\langle i\rangle \phi
\end{aligned}
$$

Axiom B

The modal logic $\mathbf{K 4}{ }_{n}$ is of interest since both tableau-based algorithms and translation-based methods require additional techniques to ensure termination. The modal logic $\mathbf{K B}_{n}$ only requires a rather straightforward modification of the reasoning procedures we present for $\mathbf{K}_{n}$, but raises some implementation issues for tableau systems. It is also worthwhile to remember that, in classical tableau systems, the treatment of $\mathbf{K B}_{n}$ requires some form of cut rule. Finally, the procedures we present for $\mathrm{KB} 4_{n}$ combine the techniques we introduce for $\mathrm{K} 4_{n}$ and $\mathrm{KB}_{n}$.

Non-logical axioms. We consider background theories, i.e., finite sets $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ of non-logical axioms $\gamma_{i}$. A model $\mathfrak{M}$ satisfies a background theory $\Gamma$ if, for each $w \in W$ and each $\gamma \in \Gamma, \mathfrak{M}, w \models \gamma$. As a reasoning problem, we are interested in the satisfiability of a formula $\phi$ w.r.t. a background theory $\Gamma$, i.e., whether there exists a model $\mathfrak{M}$ that satisfies both $\phi$ and a background theory $\Gamma$. Note that, in such a model, $\phi$ has to be true in at least one world, whereas all formulae in $\Gamma$ have to be true in all worlds.

Next, we explain why we discuss algorithms that reason w.r.t. background theories. Firstly, considering background theories makes reasoning more difficult, i.e., satisfiability w.r.t. background theories is ExpTime-complete [173], and thus they present a considerable challenge for automated reasoning tools. As with $\mathrm{K} 4_{n}$, tableau algorithms for reasoning w.r.t. background theories no longer terminate on all inputs. However, in contrast to $\mathrm{K} 4{ }_{n}$, background theories allow us to enforce models with paths of exponential length using the standard encoding of incrementation modulo $2^{n}$ on $n$ propositional variables representing a binary counter (see, for example, page 14 of [133] for such a formula). The latter can be viewed as a symptom of the increased complexity since we might have to consider and search models with paths of exponential length. Secondly, background theories can be viewed as a weak form of the universal modality, i.e., $\phi$ is satisfiable w.r.t. $\Gamma$ iff

$$
\phi \wedge \bigwedge_{\gamma \in \Gamma}[0] \gamma
$$

is satisfied in a model based on a frame $\langle W, R\rangle$ with $R_{0}=W \times W$. In such a model, [0] is called the universal modality because it can be used to access all worlds. In [4], it was shown how to reduce satisfiability in $\mathbf{K}_{n}$ with the universal modality (i.e., where the universal modality might also occur at a deeper modal level) to satisfiability w.r.t. background theories. Thirdly, background theories can be used to "internalise" axioms or "circumscribe" frame conditions. To do this, we first restrict our attention to formulae in negation formal form. As an example, let us consider $\mathrm{K} 4_{n}$ as discussed above and a $\mathrm{K} 4_{n}$ formula $\phi$ in NNF. It can be shown that $\phi$ is satisfiable iff $\phi$ is $\mathbf{K}_{n}$ satisfiable w.r.t. the background theory

$$
\{[i] \psi \rightarrow[i][i] \psi \mid[i] \psi \text { is a subformula of } \phi \text { and } 1 \leq i \leq n\}
$$

Finally, background theories are notational variants of description logic TBoxes or terminologies, which are used in applications to hold the intensional domain knowledge [44, 173]; see also Chapter ??. A TBox is (the description logic variant of) a background theory of the form $\left\{\phi_{i} \rightarrow \psi_{i} \mid 1 \leq i \leq m\right\}$. Restricting non-logical axioms to implications is (i) not a real restriction: we can transform each background theory $\Gamma$ into a single implication of the form $\top \rightarrow \bigwedge_{\psi \in \Gamma} \psi$; (ii) quite natural in various application, and (iii) enables the use of efficient optimisation techniques in tableau systems [109], which we will discuss in Section 4.4.
Converse modalities. We discuss modifications of our algorithms to decide satisfiability of $\mathbf{K}_{n}^{\smile}$ formulae w.r.t. background theories, where $\mathbf{K}_{n}^{\checkmark}$ is the extension of $\mathbf{K}_{n}$ that allows the use of converse modal parameters $i^{\smile}$ in modalities. That is, $\left[i^{\smile}\right] \phi$ and $\left\langle i^{\smile}\right\rangle \phi$ are also well-formed formulae. The mapping $R$ is extended to converse modal parameters as follows: $R_{i^{\curvearrowleft}}=\{(w, v) \mid$ $\left.R_{i}(v, w)\right\}$. Converse modalities are of interest because they occur naturally in applications, e.g., in description logics $[105,171]$ and temporal logics [163, 187], and because they require reasoning techniques that are able to reason in both directions over relations. For example, to detect the unsatisfiability of the formula $q \wedge\langle i\rangle\left(p \wedge\left[i^{\smile}\right] \neg q\right)$, one has to reason both ways over $R_{i}$. This is similar to the kind of reasoning required for $\mathbf{K B}_{n}$ but slightly more tricky since, in $\mathbf{K}_{n}^{\breve{ }}$, reasoning in "both ways" over a relation depends also on the worlds related by $R_{i}$. For example, the $\mathbf{K B}_{n}$ formula $[i] \psi$ is equivalent to the $\mathbf{K}_{n}^{\smile}$ formula $[i] \psi \wedge\left[i^{\smile}\right] \psi$.

Graded/deterministic modalities. We discuss modifications of the tableau algorithm to handle deterministic and graded modalities. The former have (atomic) modal parameters $i$ whose interpretation $R_{i}$ has to be a functional relation. To understand graded modalities, note that a diamond formula $\langle i\rangle \phi$ can be read as "in at least one $i$-related world, $\phi$ is true", and a box formula $[i] \phi$ can be read as "in at most zero $i$-related worlds, $\phi$ is not true". Graded modalities generalise these formulae: $\mathbf{K}_{n}^{c}$ (resp. $\mathbf{K}_{n}^{\smile, c}$ ) is the extension of $\mathbf{K}_{n}$ (resp. $\mathbf{K}_{n}^{\smile}$ ) where we also allow for formulae of the form $\langle i\rangle_{m} \phi$ and $[i]_{m} \phi$. We read $\langle i\rangle_{m} \phi$ as "in at least $(m+1) i$-related worlds, $\phi$ is true" and $[i]_{m} \phi$ as "in at most $m i$-related worlds, $\phi$ is true". The semantics is extended in the obvious way.
$\mathfrak{M}, w \vDash\langle i\rangle_{m} \phi$ iff there are at least $m+1$ worlds $v \in W$ with $R_{i}(w, v)$ and $\mathfrak{M}, v \models \psi$
$\mathfrak{M}, w=[i]_{m} \phi$ iff there are at most $m$ worlds $v \in W$ with $R_{i}(w, v)$ and $\mathfrak{M}, v=\psi$
Please note that $\neg[i]_{m} \phi$ is equivalent to $\langle i\rangle_{m} \neg \phi$ and that, by adding $\top \rightarrow[i]_{1} \top$ to our background theory, we restrict models to those in which $R_{i}$ is a functional relation. Thus algorithms that can handle both graded modalities and background theories can also handle deterministic modalities. From a complexity point of view, adding graded/deterministic modalities rarely effects the worst case complexity, e.g., $\mathbf{K}_{n}^{c}$ and $\mathbf{K}_{n}^{\checkmark}, c$ are both PSpace-complete without background theories [93, 186] and ExpTime-complete w.r.t. background theories [173, 184, 186]. From a practical reasoning perspective, graded modalities add quite some difficulty: consider, e.g., the formulae $[i]_{3} \top \wedge\langle i\rangle_{1}(p \vee q) \wedge\langle i\rangle_{1}(\neg p \vee q)$ and $[i]_{1} p \wedge[i]_{1} \neg p \wedge\langle i\rangle_{2} q$. The former is satisfiable, but we have to find that the two diamond formulae can be satisfied via a "common" $i$-related world. The latter is unsatisfiable, but we have to find that a third $i$-related world in which neither $p$ nor $\neg p$ holds cannot exist.

Nominals. In their simplest form, nominals [5,163] are propositional variables that are true in exactly one world; we use $o_{1}, o_{2}, \ldots$ for these variables and indicate the availability of nominals in a logic by the superscript ${ }^{o}$ as, e.g., in $\mathbf{K}_{n}^{o}$. Nominals are of interest for automated reasoning since they destroy the tree model property (TMP) (see Chapter ??) of a logic. For example, the formula $o_{2} \wedge\langle i\rangle\left(o_{1} \wedge\langle i\rangle o_{2}\right)$ has only models with a cycle of length two. We mentioned above that $\mathbf{K}_{n}$ enjoys this property (and so do its extensions with converse and graded modalities and background theories), and that this property is exploited by tableau- and some resolutionbased algorithms. Interestingly, adding nominals to $\mathbf{K}_{n}^{\smile}$ takes the complexity from PSpace- to ExpTime-completeness [5], and adding nominals to $\mathbf{K}_{n}^{\llcorner }, c$ takes the complexity to NExpTimecompleteness [186]. Here, we will consider $\mathbf{K}_{n}^{\breve{, o}}$ with background theories.

## 3 TRANSLATION-BASED METHODS

### 3.1 Local satisfiability in multi modal $\mathbf{K}_{n}$

As outlined in Chapter ??, using the standard translation formulae of the basic modal logic $\mathbf{K}$ can be embedded into first-order logic. This translation is also called the relational translation, since it is based on the relational Kripke semantics for modal logic. In the following we denote this translation by $\pi_{r}$ and present here its straightforward generalisation to multi-modal $\mathbf{K}_{n}$.

$$
\begin{array}{rlrl}
\pi_{r}(\top, x) & =\top & \pi_{r}(\perp, x) & =\perp \\
\pi_{r}(p, x) & =P_{p}(x) & \pi_{r}(\neg \varphi, x) & =\neg \pi_{r}(\varphi, x) \\
\pi_{r}(\varphi \star \psi, x) & =\pi_{r}(\varphi, x) \star \pi_{r}(\psi, x) & \text { for } \star \in\{\wedge, \vee, \rightarrow, \leftrightarrow\} \\
\pi_{r}([i] \varphi, x) & =\forall y\left(R_{i}(x, y) \rightarrow \pi_{r}(\varphi, y)\right) & \pi_{r}(\langle i\rangle \varphi, x) & =\exists y\left(R_{i}(x, y) \wedge \pi_{r}(\varphi, y)\right)
\end{array}
$$

In the translation, each propositional variable $p$ is uniquely associated with a unary predicate symbol $P_{p}$, while each modal parameter $i, 1 \leq i \leq n$, is uniquely associated with a binary predicate symbol $R_{i}$. In addition, $x$ is an arbitrary first-order variable while $y$ is an arbitrary first-order variable distinct from $x$.

This translation is satisfiability equivalence preserving, that is, for every modal formula $\varphi$, $\varphi$ is $\mathbf{K}_{n}$ satisfiable iff $\pi_{r}(\varphi, x)$ is first-order satisfiable. The free variable $x$ is assumed to be existentially quantified.

The currently predominant method for reasoning about first-order formulae is resolution [170]. The method requires that a first-order formula or set of first-order formulae $\varphi$ is first transformed into a satisfiability equivalent set of clauses $N_{0}$. This set of clauses is then saturated using the resolution rule and factoring rule shown in Figure 1. That is, given a clause set $N_{i}, i \geq 0$, these inference rules are applied (top-down) to clauses already in the set and the conclusion $C$ of such an application is added to $N_{i}$ to give us the clause set $N_{i+1}$. This process continues until either (i) the current clause set $N_{i}$ contains the empty clause (i.e. $\perp$ ) or (ii) no new clauses can be derived, that is, any conclusion of an application of the resolution and factoring rules to clauses in $N_{i}$ is already contained in $N_{i}$. Any clause set containing the empty clause is unsatisfiable. Thus, in the case (i), $N_{i}$ is unsatisfiable and by the soundness of the resolution calculus, so is $N_{0}$. This implies that $\varphi$ is unsatisfiable, since $N_{0}$ is satisfiable iff $\varphi$ is satisfiable. In the case (ii), if $N_{i}$ does not contain the empty clause, $N_{i}$ is satisfiable and it is possible to construct a model for $N_{i}$. By the completeness of the resolution calculus, $N_{0}$ is satisfiable. It follows that $\varphi$ is satisfiable. Due to the undecidability of first-order logic, there is in general no guarantee that, after a finite number of steps, we either always encounter case (i) or (ii). If we apply the inference rules of the resolution calculus in a fair way, then the completeness of the resolution calculus ensures that, eventually, the empty clause is derived. However, if the formula $\varphi$ and the clause set $N_{0}$ are satisfiable, then the saturation process may continue indefinitely (unless suitable resolution refinements and/or translation methods are used, see below).

The last observation is also true if the formula $\varphi$ we are considering belongs to a decidable fragment of first-order logic or is the result of translating a formula belonging to a decidable modal logic like $\mathbf{K}_{n}$. However, starting with [123], a large number of fragments of first-order logic have been shown to be decidable by resolution or refinements of resolution $[48,65,76,82$, 117, 179].

Let us start by considering what happens if we apply the basic unrefined resolution calculus to the relational translation of modal formulae. Consider, for example, the modal formula $\varphi_{1}=[2](p \rightarrow\langle 1\rangle p)$. Its translation $\pi_{r}\left(\varphi_{1}, x\right)$ is the first-order formula $\psi_{1}^{r}=\forall y\left(R_{2}(x, y) \rightarrow\right.$ $\left.\left(P_{p}(y) \rightarrow \exists z\left(R_{1}(y, z) \wedge P_{p}(z)\right)\right)\right)$. The corresponding set of clauses $N_{0}^{r}$ consists of the two clauses
(1) $\neg R_{2}(a, x) \vee \neg P_{p}(x) \vee R_{1}(x, f(x))$
(2) $\neg R_{2}(a, y) \vee \neg P_{p}(y) \vee P_{p}(f(y))$

| Resolution: $\frac{C \vee A_{1} \neg A_{2} \vee D}{(C \vee D) \sigma}$ | Factoring: $\frac{C \vee L_{1} \vee L_{2}}{\left(C \vee L_{1}\right) \sigma}$ |
| :--- | :--- |
| where $\sigma$ is the most general unifier of atoms | where $\sigma$ is the most general unifier of literals |
| $A_{1}$ and $A_{2}$ | $L_{1}$ and $L_{2}$ |

Figure 1. The resolution calculus $R$
where $a$ is a constant introduced during the clause form transformation (for the free variable $x$ in $\psi_{1}^{r}$ ). We assume that the variables in two clauses to which we want to apply the resolution rule are renamed so that they are variable disjoint, and we consider such variant clauses to be equal. There are several possibilities to apply the resolution rule to clauses (1) and (2). For example, we can resolve clause (1) on its second literal, $\neg P_{p}(x)$, with clause (2) on its third literal, $P_{p}(f(z))$. The conclusion is

$$
[(1) 2, \mathrm{R},(2) 3] \quad(3) \quad \neg R_{2}(a, f(z)) \vee R_{1}(f(z), f(f(z))) \vee \neg R_{2}(a, z) \vee \neg P_{p}(z)
$$

Clause (3) resolves with clause (2) and yields
$[(2) 3, \mathrm{R},(3) 4] \quad(4) \quad \neg R_{2}(a, f(y)) \vee \neg R_{2}(a, f(f(y))) \vee R_{1}(f(f(y)), f(f(f(y))))$

$$
\vee \neg R_{2}(a, y) \vee \neg P_{p}(y)
$$

This clause also resolves with clause (2), and again, the conclusion resolves with (2), and so forth. Repeatedly resolving the newly derived clauses with (2) yields clauses with increasingly more literals and increasingly more complex terms. All these clauses are new, that is, none is the same as an input clause or a clause derived earlier. As the formula $\varphi_{1}$ and its translation $\psi_{1}^{r}$ are satisfiable, we are not able to derive the empty clause. So, the saturation process will continue indefinitely.

There are three approaches that we can take to solve this termination problem:

1. We can develop and use alternative translations of modal formulae to first-order (clause) logic, and try to find a translation for which resolution is a decision procedure.
2. We can develop and use refinements of resolution which restrict the application of the inference rules of the resolution calculus and use powerful redundancy elimination methods.
3. We can develop and use alternative inference methods for first-order logic.

These three approaches are not mutually exclusive, in particular, alternative translations can be combined with both refinements of resolution and alternative calculi.

Investigations following the first approach have resulted in the introduction of the optimised functional translation of $\mathbf{K}_{n}$ to sorted first-order logic, more precisely, to a monadic fragment of sorted first-order logic called basic path logic [149, 177]. Basic path logic has a sort $S_{W}$ for the set of worlds $W$ and a sort $S_{i}$ for each modal parameter $i, 1 \leq i \leq n$, in a modal logic. It has $n$ binary functions [- - ${ }_{i}$ of sort $S_{W} \times S_{i} \rightarrow S_{W}$. Also there are special unary predicates $\operatorname{def}_{i}$ of sort $S_{W}$ representing subsets of $W$. Each propositional variable $p$ is uniquely associated with a unary predicate symbols $P_{p}$ of sort $S_{W}$. Commonly, the optimised functional translation $\pi_{o f}$ is defined as a two step process: (i) the application of the functional translation to a modal formula which translates it to basic path logic, followed by (ii) the application of a quantifier exchange operation which converts the first-order formula obtained from the functional translation into prenex normal form and moves all existential quantifiers inwards as far as possible. Since we focus here only on the satisfiability problem, we can give a simplified presentation of the optimised functional translation obtained in just one step.

$$
\begin{array}{rlrl}
\pi_{o f}(\top, s) & =\top & \pi_{o f}(\perp, s) & =\perp \\
\pi_{o f}(p, s) & =P_{p}(s) & \pi_{o f}(\neg \varphi, s) & =\neg \pi_{o f}(\varphi, s) \\
\pi_{o f}(\varphi \star \psi, s) & =\pi_{o f}(\varphi, s) \star \pi_{o f}(\psi, s) & \text { for } \star \in\{\wedge, \vee, \rightarrow, \leftrightarrow\} \\
\pi_{o f}([i] \varphi, s) & =\forall y: S_{i}\left(\operatorname{def}_{i}(s) \rightarrow \pi_{o f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)\right) & \\
\pi_{o f}(\langle i\rangle \varphi, s) & =\operatorname{def}_{i}(s) \wedge \pi_{o f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right) &
\end{array}
$$

where $s$ denotes a (world) path and $y: S_{i}$ denotes a variable of sort $S_{i}$. The omission of the quantifiers in the definition for $\langle i\rangle \varphi$ is intensional. The optimised functional translation of a modal formula $\varphi$ in negation normal form is now given by $\pi_{o f}\left(\varphi, x: S_{W}\right)$, where $x: S_{W}$ is an arbitrary variable of sort $S_{W}$, and $x: S_{W}$ as well as the $y: S_{i}$ from $\pi_{o f}(\langle i\rangle \varphi, s)$ are free variables which are implicitly existentially quantified.

As an example, consider again the modal formula $\varphi_{1}=[2](p \rightarrow\langle 1\rangle p)$. Its optimised functional translation is $\varphi_{1}^{o f}=\pi_{o f}\left(\varphi_{1}, x: S_{W}\right)=\forall y: S_{2}\left(\operatorname{def}_{2}\left(x: S_{W}\right) \rightarrow\left(P_{p}\left(\left[x: S_{W} y: S_{2}\right]_{2}\right) \rightarrow\right.\right.$ $\left.\left.\left(\operatorname{def}_{1}\left(\left[x: S_{W} y: S_{2}\right]_{2}\right) \wedge P_{p}\left(\left[\left[x: S_{W} y: S_{2}\right]_{2} z: S_{1}\right]_{1}\right)\right)\right)\right)$.

In the representation of paths we often remove all occurrences of the binary functions [- $]_{i}$ except for the outermost occurrence and also leave out the index of that remaining occurrence, e.g. $\left[\left[x: S_{W} y: S_{2}\right]_{2} z: S_{1}\right]_{1}$ is written as $\left[x: S_{W} y: S_{2} z: S_{1}\right]$. It is straightforward to restore the original path based on the remaining information. Intuitively, a path term like $\left[x: S_{W} y: S_{2} z: S_{1}\right]$ represents a path from a world $x$ to another, possible identical, world in a Kripke frame via a series of 'steps' along the accessibility relations of the frame. Here an $R_{2}$-step is followed by an $R_{1}$-step, which is indicated by the sorts $S_{2}$ and $S_{1}$ associated with the variables $y$ and $z$, respectively. The $d e f_{i}$ predicates express 'definability' for a world in the sense that $d e f_{i}(s)$ is true iff the world $s$ has an $i$-successor.

The standard translation $\pi_{r}$ accommodates axiom schemas like 4 and $\mathbf{B}$ by adding first-order formulae
$\left(R_{\mathrm{B}}\right)$

$$
\begin{align*}
\forall x y\left(R_{i}(x, y)\right. & \left.\rightarrow R_{i}(y, x)\right) \\
\forall x y z\left(\left(R_{i}(x, y) \wedge R_{i}(y, z)\right)\right. & \left.\rightarrow R_{i}(x, z)\right) \tag{4}
\end{align*}
$$

representing the relational frame properties corresponding to these axiom schemas. By contrast, in the case of the optimised functional translation, we add so-called functional frame properties in the form of (conditional) equations between path terms, for example
$\left(F_{\mathbf{B}}\right)$

$$
\begin{array}{r}
\forall x: S_{W} \forall y: S_{i} \exists z: S_{i}\left(\operatorname{def}_{i}\left(x: S_{W}\right) \rightarrow \operatorname{def}_{i}\left(\left[x: S_{W} y: S_{i}\right]\right) \wedge\right. \\
\left.\quad \operatorname{def}_{i}\left(x: S_{W}\right) \rightarrow x: S_{W}=\left[\left[x: S_{W} y: S_{i}\right] z: S_{i}\right]\right) \\
\forall x: S_{W} \forall y: S_{i} \forall z: S_{i} \exists u: S_{i}\left(\left(\operatorname{def}_{i}\left(x: S_{W}\right) \wedge \operatorname{def}_{i}\left(\left[x: S_{W} y: S_{i}\right]\right)\right) \rightarrow\right.  \tag{4}\\
\left.\left[\left[x: S_{W} y: S_{i}\right] z: S_{i}\right]=\left[x: S_{W} u: S_{i}\right]\right)
\end{array}
$$

Functional frame properties corresponding to axiom schemas 5, D, T, G, as well as functional frame properties corresponding to weak density, irreflexivity, and McKinsey's axiom can be found in [177].

THEOREM 1 ([149]). Let $\mathbf{K}_{n} \Sigma$ be a complete modal logic such that the functional frame properties corresponding to the axiom schemas in $\Sigma$ are a set of first-order formulae $F_{\Sigma}$. Then $\varphi$ is satisfiable in $\mathbf{K}_{n} \Sigma$ iff $F_{\Sigma} \wedge \pi_{o f}\left(\varphi, x: S_{W}\right)$ is first-order satisfiable.

If we are only interested in establishing the satisfiability of formulae in the basic modal logic $\mathbf{K}_{n}$ or extensions of $\mathbf{K}_{n}$ by the axiom schema $\mathbf{D}$ for some or all modalities, then the use of sorted first-order logic and binary function symbols can be avoided by using $k$-ary predicates where the sort information is coded into the predicate names [95, 116]. The $k$-ary predicate symbols are $P_{p, \sigma}$ and $d e f_{i, \sigma}$ where $p$ denotes a propositional symbol, $\sigma$ is a $k$-sequence of natural numbers and $1 \leq i \leq n, n \geq 0$. We use $\bar{x}$ to denote a sequence of variables $x_{1}, \ldots, x_{k}$, and we use ' $\epsilon$ ' and '.' for the empty sequence and the concatenation operation on sequences,
respectively.

$$
\begin{aligned}
\pi_{o f}^{\prime}(\top, \bar{x}, k, \sigma) & =\top \\
\pi_{o f}^{\prime}(p, \bar{x}, k, \sigma) & = \begin{cases}P_{p, \epsilon} & \text { if } \sigma=\epsilon \text { and } k=0 \\
P_{p, \sigma}\left(x_{1}, \ldots, x_{k}\right) & \text { otherwise }\end{cases} \\
\pi_{o f}^{\prime}(\neg \varphi, \bar{x}, k, \sigma) & =\neg \pi_{o f}^{\prime}(\varphi, \bar{x}, k, \sigma) \\
\pi_{o f}^{\prime}(\varphi \star \psi, \bar{x}, k, \sigma) & =\pi_{o f}^{\prime}(\varphi, \bar{x}, k, \sigma) \star \pi_{o f}^{\prime}(\psi, \bar{x}, k, \sigma) \quad \text { for } \star \in\{\wedge, \vee\} \\
\pi_{o f}^{\prime}([i] \varphi, \bar{x}, k, \sigma) & =\forall x_{n+1}\left(\operatorname{def}_{i, \sigma}(\bar{x}) \rightarrow \pi_{o f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right)\right) \\
\pi_{o f}^{\prime}(\langle i\rangle \varphi, \bar{x}, k, \sigma) & =\operatorname{def}_{i, \sigma}(\bar{x}) \wedge \pi_{o f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right)
\end{aligned}
$$

The translation of a modal formula $\varphi$ in negation normal form is given by $\pi_{o f}^{\prime}(\varphi, \epsilon, 0, \epsilon)$. In the case of the modal logic $\mathbf{K D}_{n}$, and in fact for any modal logic where an accessibility relation $R_{i}$ is serial, all occurrences of $\operatorname{def}_{i, \sigma}$ can be replaced with the logical constant $T$.

The translation $\pi_{o f}^{\prime}$, called the polyadic optimised functional translation, takes advantage of two observations:

1. All paths in $\pi_{o f}\left(\varphi, x: S_{W}\right)$ start with $x: S_{W}$ and since this variable is free, it is implicitly existentially quantified, and is interpreted as a constant. Therefore, removing $x: S_{W}$ from all paths is a satisfiability equivalence preserving transformation.
2. The variables in the paths occurring in $\pi_{o f}\left(\varphi, x: S_{W}\right)$ are prefix stable, that is, for any variable $x_{i+1}: S_{j_{i}}$ there exists a unique prefix $\left[x: S_{W} x_{0}: S_{j_{0}} \ldots x_{i}: S_{j_{i}}\right]$ such that every path containing $x_{i+1}: S_{j_{i}}$ has the form $\left[x: S_{W} x_{0}: S_{j_{0}} \ldots x_{i}: S_{j_{i}} x_{i+1}: S_{j_{i+1}} \ldots x_{k}: S_{j_{k}}\right]$. Thus, if a variable occurs at position $i$ in one path, then it occurs at position $i$ in all paths. This property is due to a characteristic ordering of variables in the path terms determined by the structure of modal formulae and is a reflection of the tree model property. Also, since variables do not 'move', the sort information can be associated with the position at which a variable occurs instead of with the variable itself. Thus, we can code the sort information into predicate names. Replacing $P_{p}\left(\left[x: S_{W} x_{0}: S_{j_{0}} \ldots x_{k}: S_{j_{k}}\right]\right)$ by $P_{p, S_{W} S_{j_{0}} \ldots S_{j_{k}}}\left(x, x_{0}, \ldots, x_{k}\right)$ is therefore a satisfiability equivalence preserving transformation.

Taking both observations together, and also taking advantage of the assumption that each sort $S_{i}$ is uniquely identified by its index $i$, we see that we can replace $P_{p}\left(\left[x: S_{W} x_{0}: S_{j_{0}} \ldots x_{k}: S_{j_{k}}\right]\right)$ with $P_{p, j_{0} \ldots j_{k}}\left(x_{0}, \ldots, x_{k}\right)$.

For the modal formula $\varphi_{1}=[2](p \rightarrow\langle 1\rangle p)$ the translation using $\pi_{o f}^{\prime}$ is $\psi_{1}^{o f^{\prime}}=\forall y\left(\right.$ def $_{2, \epsilon} \rightarrow$ $\left.\left(P_{p, 2}(y) \rightarrow\left(\operatorname{def}_{1,2}(y) \wedge P_{p, 21}(y, z)\right)\right)\right)$. The corresponding set $N_{0}^{o f^{\prime}}$ of clauses again consists of two clauses.
(5) $\neg d e f_{2, \epsilon} \vee \neg P_{p, 2}(y) \vee \operatorname{def}_{1,2}(y)$
(6) $\neg d e f_{2, \epsilon} \vee \neg P_{p, 2}(y) \vee P_{p, 21}(y, z)$

Unlike for the clausal form of the relational translation of $\varphi_{1}$, for these two clauses there is no possibility to apply either the resolution rule or the factoring rule. For, we see that $P_{p, 21}(y, z)$ in clause (6) is not unifiable with $P_{p, 2}(y)$ in clause (5), nor is it unifiable with $P_{p, 2}(y)$ in clause (6). So, for this particular example we are able to conclude that $N_{0}^{o f^{\prime}}, \psi_{1}^{o f^{\prime}}$, and $\varphi_{1}$ are satisfiable without the need to perform a single inference step.

With this translation, is termination of the saturation process guaranteed? Consider the modal formula $\varphi_{2}=[2](\neg p \vee[1] q) \vee[2] p$. Its optimised functional translation is

$$
\psi_{2}^{o f^{\prime}}=\forall y\left(\operatorname{def}_{2, \epsilon} \rightarrow\left(\neg P_{p, 2}(y) \vee \forall z\left(\operatorname{def}_{1,2}(y) \rightarrow P_{q, 21}(y, z)\right)\right)\right) \vee \forall u\left(\operatorname{def}_{2, \epsilon} \rightarrow P_{p, 2}(u)\right)
$$

The corresponding set $N_{0}^{\text {of }}$ of clauses consists of just one clause

$$
\text { (7) } \neg \operatorname{def}_{2, \epsilon} \vee \neg P_{p, 2}(y) \vee \neg \operatorname{def}_{1,2}(y) \vee P_{q, 21}(y, z) \vee \neg \operatorname{def}_{2, \epsilon} \vee P_{p, 2}(u) .
$$

We consider clauses to be multisets of literals, that is, a literal can occur more than once in a clause, as is the case with the literal $\neg d e f_{2, \epsilon}$ in clause (7). It is sometimes convenient to consider clauses as sets of literals. However, this complicates the completeness proof for resolution calculi which commonly proceeds by lifting ground level derivations to the non-ground level. This lifting is easier if clauses are considered to be multisets on both the ground and the nonground level. Furthermore, multisets make the computational effort explicit which has to go into removing duplicate literals from clauses.

We can resolve clause (7) with itself on the second literal and the last literal. Remember that this means that we first have to generate a variable-disjoint copy of clause (7) to serve as second premise of a resolution step. The conclusion is

$$
\begin{aligned}
{[(7) 2, \mathrm{R},(7) 6] \quad(8) \neg \operatorname{def}_{2, \epsilon} } & \vee \neg P_{p, 2}\left(y_{1}\right) \vee \neg \operatorname{def}_{1,2}\left(y_{1}\right) \vee P_{q, 21}\left(y_{1}, z_{1}\right) \vee \neg \operatorname{def}_{1,2}\left(y_{2}\right) \\
& \vee P_{q, 21}\left(y_{2}, z_{2}\right) \vee \neg \operatorname{def}_{2, \epsilon} \vee P_{p, 2}\left(u_{2}\right) \vee \neg \operatorname{def}_{2, \epsilon} \vee \neg \operatorname{def}_{2, \epsilon} .
\end{aligned}
$$

We observe that the number of occurrences of $\neg d e f_{2, \epsilon}$ has doubled, to four, and also that we now have two subclauses $\neg \operatorname{def}_{1,2}\left(y_{1}\right) \vee P_{q, 21}\left(y_{1}, z_{1}\right)$ and $\neg \operatorname{def}_{1,2}\left(y_{2}\right) \vee P_{q, 21}\left(y_{2}, z_{2}\right)$ which are variants of each other. ${ }^{1}$ Note that these two subclauses are not simply duplicates, so in a clauses-as-sets setting they would still remain, while all the duplicates of $\neg d e f_{2, \epsilon}$ would not occur. Clause (8) can again be resolved with itself or with clause (7). A possible resolvent is:

$$
\begin{aligned}
{[(7) 2, \mathrm{R},(8) 8] \quad(9) \quad \neg d e f_{2, \epsilon} } & \vee \neg P_{p, 2}\left(y_{3}\right) \vee \neg d e f_{1,2}\left(y_{3}\right) \vee P_{q, 21}\left(y_{3}, z_{3}\right) \\
& \vee \neg d e f_{1,2}\left(y_{1}\right) \vee P_{q, 21}\left(y_{1}, z_{1}\right) \vee \neg \operatorname{def}_{1,2}\left(y_{2}\right) \vee P_{q, 21}\left(y_{2}, z_{2}\right) \\
& \vee \neg d e f_{2, \epsilon} \vee P_{p, 2}\left(u_{2}\right) \vee \neg \operatorname{def}_{2, \epsilon} \vee \neg \operatorname{def}_{2, \epsilon} \vee \neg \operatorname{def}_{2, \epsilon} \vee \neg \operatorname{def}_{2, \epsilon}
\end{aligned}
$$

We can continue this process indefinitely, producing bigger and bigger clauses. This shows that the saturation process does not terminate.

We observe, however, that resolution is not the only inference rule that can be applied to clause (8): we can also apply the factoring rule. Indeed, there are several possibilities to do so, for example, we can apply the factoring rule to $P_{q, 21}\left(y_{1}, z_{1}\right)$ and $P_{q, 21}\left(y_{2}, z_{2}\right)$. The resulting factor is:
[(8)4,F,(8)6]

$$
\begin{gathered}
\text { (10) } \left.\begin{array}{rl}
\neg \operatorname{def}_{2, \epsilon} & \vee \neg P_{p, 2}\left(y_{1}\right) \vee \neg \operatorname{def}_{1,2}\left(y_{1}\right) \vee \neg \operatorname{def}_{1,2}\left(y_{1}\right) \vee P_{q, 21}\left(y_{1}, z_{1}\right) \\
& \vee \operatorname{def}_{2, \epsilon} \vee P_{p, 2}\left(u_{2}\right) \vee \neg \operatorname{def}_{2, \epsilon} \vee \neg \operatorname{def}_{2, \epsilon} .
\end{array} . . \begin{array}{ll}
\end{array}\right)
\end{gathered}
$$

We see that the clause (10) is a subclause of the clause (8) from which it was derived. Clause (10) thus subsumes clause (8). In general, a clause $C$ subsumes a clause $D$ iff there is a substitution $\sigma$ such that $C \sigma$ is a subclause of $D$. Subsumed clauses are redundant and can be removed from a clause set without losing completeness.

[^0]Further factoring steps are possible on clause (10), for example, on the two occurrences of $\neg d e f_{1,2}\left(y_{1}\right)$. It turns out that the final clause that we can derive by a series of factoring steps is a condensation of clause (8). By definition, a condensation $\operatorname{Cond}(C)$ of a clause $C$ is a minimal subclause of $C$ which is also an instance of $C$. A clause $C$ is condensed iff there exists no condensation of $C$ which is a strict subclause of $C$. For any clause $C$, $\operatorname{Cond}(C)$ subsumes $C$, and hence $C$ is redundant in the presence of $\operatorname{Cond}(C)$ and can be removed. This justifies that we can systematically replace clauses with their condensation.

The condensation of clauses (7) and (8) are the clauses

$$
\begin{aligned}
& \left(7^{\prime}\right) \neg \operatorname{def}_{2, \epsilon} \vee \neg P_{p, 2}(y) \vee \neg d e f_{1,2}(y) \vee P_{q, 21}(y, z) \vee P_{p, 2}(u) \\
& \left(8^{\prime}\right) \quad \neg \operatorname{def}_{2, \epsilon} \vee \neg P_{p, 2}\left(y_{1}\right) \vee \neg d e f_{1,2}\left(y_{1}\right) \vee P_{q, 21}\left(y_{1}, z_{1}\right) \vee P_{p, 2}\left(u_{2}\right) .
\end{aligned}
$$

These two clauses are variants of each other, that is, we regard them as equal. So, the only clause derivable from $\left(7^{\prime}\right)$ is identical to $\left(7^{\prime}\right)$, which means the saturation process terminates.

It turns out that systematically replacing clauses by their condensation is sufficient to guarantee termination not only for this particular example formula, but for any modal formula in $\mathbf{K}_{n}$ or $\mathbf{K D}_{n}$.
THEOREM 2 ([175]). Let $\varphi$ be a modal formula and $N_{0}=\pi_{o f}^{\prime}(\varphi, \epsilon, 0, \epsilon)$. Then the saturation process from $N_{0}$ by the resolution calculus $R$ defined in Figure 1 in which clauses are systematically and eagerly replaced with their condensation always terminates with a clause set $N_{n}$, and $\varphi$ is $\mathbf{K}(\mathbf{D})_{n}$ unsatisfiable iff $N_{n}$ contains the empty clause.

It is important to understand how Theorem 2 is to be interpreted. The theorem says that $R$ plus condensing is a decision procedure for this translation of modal satisfiability problems. It does not stipulate that we must use $R$ plus condensing. Rather, the theorem sets out the minimal requirement or weakest condition we have to impose on a saturation process by $R$ to ensure that it terminates. It states that, as long as we keep clauses condensed, we can use any refinement of the calculus $R$, we can perform inference steps on any literals in a clause and can perform inference steps in any order, and the saturation process is still guaranteed to terminate. Condensing can be simulated by factoring and subsumption deletion. Consequently, any firstorder theorem prover which implements some refinement of $R$ (and subsumption deletion, which is standardly available) can serve as a decision procedure for $\mathbf{K}_{n}$ and $\mathbf{K} \mathbf{D}_{n}$.

The question as to which particular refinement of resolution to use (determining which inference steps are required for completeness) and which particular strategies and heuristics to use (determining the order in which inference steps are performed) is then subject to both theoretical and empirical investigation. We leave empirical aspects aside for the moment and instead focus on refinements of resolution.

A wide range of refinements of resolution can be formulated in the general resolution calculus of Bachmair and Ganzinger; full details can be found in [16]. In the general resolution calculus, here denoted by $R_{S}^{\succ}$, inference rules are parameterised by an admissible ordering $\succ$ on literals and a selection function $S$. Essentially, an admissible ordering is a total (well-founded) strict ordering on the ground level such that for literals: $\ldots \succ \neg A_{n} \succ A_{n} \succ \ldots \succ \neg A_{1} \succ A_{1}$. This is extended to the non-ground level in a canonical manner. A selection function $S$ assigns to each clause a possibly empty set of occurrences of negative literals. If $C$ is a clause, then the literal occurrences in $S(C)$ are selected. No restrictions are imposed on the selection function. The calculus comprises expansion rules of the general form

$$
\begin{array}{c|c}
\frac{N}{c} \\
\hline N_{1}|\cdots| N_{n}
\end{array}
$$

## Deduction: $\frac{N}{N \cup\{\operatorname{Cond}(C)\}}$

if $C$ is either a resolvent or a factor of clauses in $N$.

Deletion:

$$
\frac{N \cup\{C\}}{N}
$$

if $C$ is redundant in $N$.
Splitting: $\frac{N \cup\{C \vee D\}}{N \cup\{C\} \mid N \cup\{D\}}$
if $C$ and $D$ are variable-disjoint.

Resolution: $\quad \frac{C \vee A_{1} \neg A_{2} \vee D}{(C \vee D) \sigma}$
where (i) $\sigma$ is the most general unifier of atoms $A_{1}$ and $A_{2}$, (ii) no literal is selected in $C$, and $A_{1} \sigma$ is strictly $\succ$-maximal with respect to $C \sigma$, and (iii) $\neg A_{2}$ is either selected, or $\neg A_{2} \sigma$ is maximal with respect to $D \sigma$ and no literal is selected in $D$.

$$
\text { Positive Factoring: } \quad \frac{C \vee A_{1} \vee A_{2}}{\left(C \vee A_{1}\right) \sigma}
$$

where (i) $\sigma$ is the most general unifier of atoms $A_{1}$ and $A_{2}$, and (ii) no literal is selected in $C$ and $A_{1} \sigma$ is $\succ$-maximal with respect to $C \sigma$.

Figure 2. Expansion and inference rules of $R_{S}^{\succ}$
where both the numerator $N$ and the denominators $N_{1}, \ldots, N_{n}(n \geq 1)$ are finite sets of clauses. Expansion rules are applied top-down. There are three kinds of expansion rules: Deduction, Deletion and Splitting which are defined in Figure 2. The inferences rules consist of the resolution and the factoring rule also defined in Figure 2. The left premise of the resolution rule is called the positive premise and the right premise is called the negative premise. The implicit assumption is that the premises have no common variables. Resolvents are conclusions of resolution steps, while factors are conclusions of factoring steps.

A derivation in $R_{S}^{\succ}$ from a set of clauses $N$ is a finitely branching, ordered tree $T$ with root $N$ and nodes which are sets of clauses. The tree is constructed by applications of the expansion rules to the leaves. We assume that no resolution or factoring inference (on the same premises) is performed twice on the same branch of the derivation. A branch $N\left(=N_{0}\right), N_{1}, \ldots$ in a derivation $T$ is called a closed branch in $T$ iff the clause set $\bigcup_{j \geq 0} N_{j}$ contains the empty clause, otherwise it is called an open branch. We call a branch $B$ in a derivation tree complete (with respect to $R_{S}^{\succ}$ ) iff no new successor nodes can be added with $R_{S}^{\succ}$ to the endpoint of $B$, otherwise it is called an incomplete branch. A derivation $T$ is a refutation iff every path $N\left(=N_{0}\right), N_{1}, \ldots$ in it is a closed branch, otherwise it is called an open derivation.

In general, the calculus $R_{S}^{\succ}$ can be enhanced with standard simplification rules such as tautology deletion and subsumption deletion. In fact, it can be enhanced by all simplification rules which are compatible with a general notion of redundancy $[16,18]$. For example, $C$ is redundant in $N \cup\{\operatorname{Cond}(C)\}$. A set $N$ of clauses is saturated up to redundancy with respect to a particular refinement of resolution if the conclusion of every inference from non-redundant premises in $N$ is either contained in $N$, or else is redundant in $N$. A derivation $T$ from $N$ is called fair if, for any path $N\left(=N_{0}\right), N_{1}, \ldots$ in $T$ with limit $N_{\infty}=\bigcup_{j \geq 0} \bigcap_{k \geq j} N_{k}$, it is the case that each clause $C$ which can be deduced from non-redundant premises in $N_{\infty}$ is contained in some $N_{j}$. Intuitively, fairness means that no non-redundant inferences are delayed indefinitely. For a finite complete branch $N\left(=N_{0}\right), N_{1}, \ldots N_{n}$, the limit $N_{\infty}$ is equal to $N_{n}$.

THEOREM 3 ([18]). Let $T$ be a fair $R_{S}^{\succ}$ derivation from a set $N$ of clauses. Then

1. if $N\left(=N_{0}\right), N_{1}, \ldots$ is a path with limit $N_{\infty}$, then $N_{\infty}$ is saturated (up to redundancy),
2. $N$ is satisfiable iff there exists a path in $T$ with limit $N_{\infty}$ such that $N_{\infty}$ is satisfiable, and
3. $N$ is unsatisfiable iff for every path $N\left(=N_{0}\right), N_{1}, \ldots$ the clause set $\bigcup_{j \geq 0} N_{j}$ contains the empty clause.

As an aside, we note that it follows from the decidability result for the optimised functional translation (Theorem 2) that we can use any instance of $R_{S}^{\succ}$ for the clause sets obtained by applying $\pi_{o f^{\prime}}$ to modal formulae in $\mathbf{K}_{n}$ or $\mathbf{K D}_{n}$. In particular, this gives us full flexibility with respect to orderings and selection functions. Furthermore, by Theorem 2, even instances of $R_{S}^{\succ}$ without splitting will terminate.

The purpose of the ordering $\succ$ and the selection function $S$ is to restrict the set of literals in a clause to which resolution and factoring can be applied. This limits the number of inferences performed and consequently reduces the search space. For example, reconsider the clause set $N_{0}^{\text {of }}$ consisting of just the clause

$$
\begin{equation*}
\neg d e f_{2, \epsilon} \vee \neg P_{p, 2}(y) \vee \neg d e f_{1,2}(y) \vee P_{q, 21}(y, z) \vee \neg d e f_{2, \epsilon} \vee P_{p, 2}(u) \tag{7}
\end{equation*}
$$

Using an ordering we could restrict inference steps to the literals $P_{q, 21}(y, z)$ and $P_{p, 2}(u)$. Now $\neg P_{p, 2}(y)$ can no longer be resolved with $P_{p, 2}(u)$, since $\neg P_{p, 2}(y)$ is neither maximal nor selected. Alternatively, using a selection function we could restrict inference steps to the negative literals $\neg d e f_{2, \epsilon}$ or $\neg P_{p, 2}(y)$. Again, no inference steps are possible.

Let us reconsider our very first example, the set of clauses $N_{0}^{r}$ obtained via the relational translation of $\varphi_{1}=[2](p \rightarrow\langle 1\rangle p)$ :

$$
\begin{aligned}
& \text { (1) } \neg R_{2}(a, x) \vee \neg P_{p}(x) \vee R_{1}(x, f(x)) \\
& \text { (2) } \neg R_{2}(a, y) \vee \neg P_{p}(y) \vee P_{p}(f(y))
\end{aligned}
$$

If we use an ordering $\succ$ such that $R_{1}(x, f(x))$ is maximal in clause (1) and $P_{p}(f(y))$ is maximal in clause (2), then no inference steps are possible on $N_{0}^{r}$. Likewise, if we select the literals $\neg R_{2}(a, x)$ and $\neg R_{2}(a, y)$ in their respective clauses, then again no inference steps are possible.

This raises the question whether it is possible to obtain decision procedures for $\mathbf{K}_{n}$ satisfiability based on the relational translation $\pi_{r}$ and the calculus $R_{S}^{\succ}$ by using particular ordering or selection functions. To simplify matters, we use a technique called structural transformation. The purpose of the structural transformation is to convert the first-order translation into a more manageable form. Before we describe it formally, we need to define some basic notions.

The polarity of (occurrences of) modal or first-order subformulae is defined as usual. Any occurrence of a proper subformula of an equivalence has zero polarity. For occurrences of subformulae not below a ' $\leftrightarrow$ ' symbol, an occurrence of a subformula has positive polarity if it is inside the scope of an even number of (explicit or implicit) negations, and it has negative polarity if it is inside the scope of an odd number of negations. For any first-order formula $\varphi$, if $\lambda$ is the position of a subformula in $\varphi$, then $\left.\varphi\right|_{\lambda}$ denotes the subformula of $\varphi$ at position $\lambda$ and $\varphi[\psi \mapsto \lambda]$ is the result of replacing $\left.\varphi\right|_{\lambda}$ at position $\lambda$ by $\psi$. The set of all the positions of subformulae of $\varphi$ is denoted by $\Lambda(\varphi)$.

Structural transformation, also referred to as renaming, associates a predicate symbol $Q_{\lambda}$ and a literal $Q_{\lambda}(\bar{x})$ with each element $\lambda$ of $\Lambda \subseteq \Lambda(\varphi)$, where $\bar{x}=x_{1}, \ldots, x_{n}$ are the free variables of $\left.\varphi\right|_{\lambda}$, the symbol $Q_{\lambda}$ does not occur in $\varphi$ and two symbols $Q_{\lambda}$ and $Q_{\lambda^{\prime}}$ are equal only if $\left.\varphi\right|_{\lambda}$ and $\left.\varphi\right|_{\lambda^{\prime}}$ are equivalent formulae. In practice, one may want to use the same symbols for variant subformulae, or subformulae which are obviously equivalent, for example, $\varphi \vee \psi$ and $\psi \vee \varphi$. Let $\operatorname{Def}_{\lambda}^{+}(\varphi)=\forall \bar{x}\left(\left.Q_{\lambda}(\bar{x}) \rightarrow \varphi\right|_{\lambda}\right)$ and $\operatorname{Def}_{\lambda}^{-}(\varphi)=\forall \bar{x}\left(\left.\varphi\right|_{\lambda} \rightarrow Q_{\lambda}(\bar{x})\right)$. The definition of $Q_{\lambda}$
is the formula

$$
\operatorname{Def}_{\lambda}(\varphi)= \begin{cases}\operatorname{Def}_{\lambda}^{+}(\varphi) & \text { if }\left.\varphi\right|_{\lambda} \text { has positive polarity } \\ \operatorname{Def}_{\lambda}^{-}(\varphi) & \text { if }\left.\varphi\right|_{\lambda} \text { has negative polarity, } \\ \operatorname{Def}_{\lambda}^{+}(\varphi) \wedge \operatorname{Def}_{\lambda}^{-}(\varphi) & \text { otherwise }\end{cases}
$$

The corresponding clauses are called definitional clauses. Now, assume that $\Lambda$ is a set of positions in a formula $\varphi$ and that we want to systematically replace subformulae at positions in $\Lambda$ while adding definitions for the newly introduced predicate symbols. A convenient way to do so, is to start by the renaming innermost subformulae, and then to proceed up towards the root of $\varphi$. Formally, define $\operatorname{Def}_{\Lambda}(\varphi)$ inductively by:

$$
\operatorname{Def}_{\emptyset}(\varphi)=\varphi \quad \text { and } \quad \operatorname{Def}_{\Lambda \cup\{\lambda\}}(\varphi)=\operatorname{Def}_{\Lambda}\left(\varphi\left[Q_{\lambda}(\bar{x}) \mapsto \lambda\right]\right) \wedge \operatorname{Def}_{\lambda}(\varphi),
$$

where $\lambda$ is maximal in $\Lambda \cup\{\lambda\}$ with respect to the prefix ordering on positions. A definitional form of $\varphi$ is $\operatorname{Def}_{\Lambda}(\varphi)$, where $\Lambda$ is a subset of all positions of subformulae of $\varphi$ (usually, nonatomic or non-literal subformulae).
THEOREM 4 (e.g. [29, 161]). Let $\varphi$ be a first-order formula. Then

1. $\varphi$ is satisfiable iff $\operatorname{Def}_{\Lambda}(\varphi)$ is satisfiable, for any $\Lambda \subseteq \Lambda(\varphi)$, and
2. $\operatorname{Def}_{\Lambda}(\varphi)$ can be computed in polynomial time (or linear time if new symbols are introduced for all formulae occurring in $\Lambda$ ).

By $\Lambda_{m}(\varphi)$ we denote the set of positions in $\pi_{r}(\varphi, x)$ corresponding to non-atomic subexpressions of the modal formula $\varphi$.

Structural transformation allows us to keep the structure of the clauses we have to deal with very simple. This in turn simplifies the characterisation of classes of clause sets that can be derived from some initial clause set using $R_{S}^{\succ}$. For example, assume that, in the relational translation of the modal formula $\varphi_{3}=[2]\langle 1\rangle p$, we apply structural transformation to all positions that correspond to non-atomic subexpressions of the original modal formula $\varphi_{3}$. The result is the set of formulae on the left of Figure 3, while the clausal form is given on the right. In general, the formulae we obtain in this way from the relational translation of modal formulae (as well as the corresponding sets of clauses) belong to quite a number of decidable fragments of first-order logic, for example, the two-variable fragment, the guarded fragment [3], Maslov's class K [135], and fluted logic [165, 166]. Resolution decision procedures have been developed for the guarded fragment [48, 76], for Maslov's class K [111, 117], for fluted logic [179] and various other classes related to modal logics, see e.g. [65, 82, 83, 111]. Here we use the results for the clausal class $\mathbf{D L} \mathbf{*}^{*}$ defined in [49]. $\mathbf{D L} *$ is a variation of the class of DL-clauses, that was introduced in [119] for the purpose of deciding expressive description logics.

$$
\begin{array}{ll}
\hline Q_{[2]\langle 1\rangle p}(x) & Q_{[2]\langle 1\rangle p}(a)^{*} \\
\wedge \forall x\left(Q_{[2]\langle 1\rangle p}(x) \rightarrow \forall y\left(R_{1}(x, y) \rightarrow Q_{\langle 1\rangle p}(y)\right)\right) & \neg Q_{[2]\langle 1\rangle p}(x) \vee \neg R_{2}(x, y)^{*} \vee Q_{\langle 1\rangle p}(y) \\
\wedge \forall x\left(Q_{\langle 1\rangle p}(x) \rightarrow \exists y\left(R_{1}(x, y) \wedge P_{p}(y)\right)\right) & \neg Q_{\langle 1\rangle p}(x) \vee R_{1}(x, f(x))^{*} \\
& \neg Q_{\langle 1\rangle p}(x) \vee P_{p}(f(x))^{*} \\
& \\
& \\
& \\
& \\
\end{array}
$$

Figure 3. The structural transformation and the clausal form of $[2]\langle 1\rangle p$

In order to simplify the definition of $\mathbf{D L}{ }^{*}$, all clauses are assumed to be maximally split. The components in the variable partition of a clause are called variable-disjoint or split components, that is, split components do not share variables. If $C_{1}, \ldots, C_{n}$ are the split components of $C$, then we say $C$ can be decomposed into $C_{1}, \ldots, C_{n}$. A clause which cannot be split further is called a maximally split clause or an indecomposable clause. Now, a maximally split clause $C$ is a $\mathbf{D L}^{*}$-clause iff the following conditions are satisfied: (i) all literals are unary, or binary; (ii) there is no nesting of function symbols; (iii) every functional term in $C$ contains all the variables of $C$ (this condition implies that, if $C$ contains a functional ground term, then $C$ is ground); (iv) every binary literal (even if it has no functional terms) contains all the variables of $C$. It can be shown that all clauses in structural form obtained from $\operatorname{Def}_{\Lambda}\left(\pi_{r}(\varphi, x)\right)$ for a modal formula $\varphi$ belong to $\mathbf{D L}{ }^{*}$ [49].

In order to decide the class $\mathbf{D L}{ }^{*}$, we use the following ordering. First we define an order $>_{d}$ on terms: $s>_{d} t$ if $s$ is deeper than $t$, and every variable that occurs in $t$, occurs deeper in $s$. Then we define $P\left(s_{1}, \ldots, s_{n}\right) \succ Q\left(t_{1}, \ldots, t_{m}\right)$ as $\left\{s_{1}, \ldots, s_{n}\right\}>_{d}^{\text {mul }}\left\{t_{1}, \ldots, t_{m}\right\}$. Here $>_{d}^{\text {mul }}$ is the multiset extension of $>_{d}$ [16]. So we have $P(f(x)) \succ P(a), P(x)$ and $P(x, y) \succ Q(x)$, but not $P(f(x)) \succ P(f(a))$. The selection function $S$ is empty. We denote this particular instance of the resolution calculus $R_{S}^{\succ}$ by $R^{\text {ord }}$.

In the example in Figure 3, the maximal literals (with respect to $\succ$ ) are marked with *. These are the literals that we may apply resolution or factoring to.

In order to prove that the procedure $R^{\text {ord }}$ is indeed a decision procedure we have to show that it is complete and terminating. Completeness follows immediately from the completeness of $R_{S}^{\succ}$. Termination follows from the fact, that over a finite signature, there are only finitely many maximally split $\mathbf{D L}$ *-clauses (module variable renaming), and the fact that, from $\mathbf{D L}{ }^{*}$-clauses, $R^{\text {ord }}$ produces only clauses that are again in $\mathbf{D L}$, or are splittable into components in $\mathbf{D L}{ }^{*}$ (cf. [111, 119]).
THEOREM 5 ([49, 180]). Let $\Sigma$ be an arbitrary set of axiom schemas such that $\mathbf{K}_{n} \Sigma$ is complete and the clausal form of the relational frame properties $F_{\Sigma}$ corresponding to the axiom schemas in $\Sigma$ are expressible in $\mathbf{D L}$. Let $\varphi$ be a $\mathbf{K}_{n}$ formula and let $N$ be the clausal form of $F_{\Sigma, \varphi}=F_{\Sigma} \wedge \operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K}_{n} \Sigma$ iff $F_{\Sigma, \varphi}$ is first-order unsatisfiable iff there is a refutation of $N$ by $R^{o r d}$,
2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and
3. any derivation from $N$ in $R^{\text {ord (up to redundancy) terminates in double exponential time; }}$ if $\Sigma$ is empty, then any derivation from $N$ in $R^{\circ \text { ord }}$ (up to redundancy) terminates in exponential time, and

Here, and in subsequent theorems, we assume that the complexity of redundancy elimination is at most exponential in the size of a clause set. The theorem remains true for $R^{\text {ord }}$ without the splitting rule, but condensing is key for decidability.

It is usually the case that, when studying modal decidability problems by analysing the decidability of related clausal classes, one comes to realise that stronger results are possible than initially anticipated. In [49], extensions of $\mathbf{K}_{n}$ with PDL-like relational operations have been studied. Relational operations expressible in DL* $^{*}$ include intersection, union, complementation, and converse, as are non-logical axioms.

In $R^{\text {ord }}$, the inferences performed are determined by a refinement based on an ordering and the empty selection function. We now consider results from [49, 119, 121, 180] for a different refinement which is based solely on a selection function and an optional ordering. More precisely, the calculus is based on maximal selection of negative literals. This means the selection function $S$ selects exactly the set of all negative literals in any non-positive clause. When no ordering refinement $\succ$ is used, the resolution rule of $R_{S}^{\succ}$ can be replaced with the following rule.

## Resolution with maximal selection:

$$
\frac{C_{1} \vee A_{1} \quad \cdots \quad C_{n} \vee A_{n} \neg A_{n+1} \vee \ldots \vee \neg A_{2 n} \vee D}{\left(C_{1} \vee \ldots \vee C_{n} \vee D\right) \sigma}
$$

provided that for every $i, 1 \leq i \leq n$, (i) $\sigma$ is the most general unifier of $A_{i}$ and $A_{n+i}$, (ii) $C_{i} \vee A_{i}$ and $D$ are positive clauses, (iii) no $A_{i}$ occurs in $C_{i}$, and (iv) the $\neg A_{n+i}$ are selected. The negative premise is $\neg A_{n+1} \vee \ldots \vee \neg A_{2 n} \vee D$ and the other premises are the positive premises. The literals $A_{i}$ and $A_{n+i}$ are the eligible literals.

Let $R^{\text {hyp }}$ be the instance of $R_{S}^{\succ}$ based on maximal selection and no ordering. This means that the rules are the above resolution rule, positive unordered factoring and splitting. This refinement of resolution is also referred to as hyperresolution plus splitting. Condensation is not needed, but could of course be added without losing completeness and will improve the performance of the procedure. Tautology deletion is used as a simplification rule. All derivations in $R^{\text {hyp }}$ are generated by strategies in which no application of the resolution or factoring with identical premises and identical consequence may occur twice on the same path in any derivation. In addition, deletion rules, splitting, and the deduction rules are applied in this order, except that splitting is not applied to clauses which contain a selected literal.

All clauses occurring in the clausal form of $\operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$ for a modal formula in $\mathbf{K}_{n}$ have one of the forms described in Figure 4 [49, 119]. The literals marked with ${ }^{+}$are selected in the clauses by the maximal selection function $S$. The notation $\mathcal{P}(s)$ in the figure represents some literal with a unary predicate symbol and argument term $s$, and $\mathcal{R}(s, t)$ represents some literal with a binary predicate symbol and argument terms $s$ and $t$ (not necessarily in this order). Two occurrences of $\mathcal{P}(s)$ or $\mathcal{R}(s, t)$ need not be identical, for example, $\neg Q_{\psi}(x) \vee P_{p}(x) \vee Q_{\chi}(x)$ is an instance of $\neg Q_{\psi}(x) \vee \mathcal{P}(x) \vee \mathcal{P}(x)$, while $\neg Q_{\psi}(x) \vee \neg R_{i}(y, x) \vee Q_{\chi}(y)$ is an instance of $\neg Q_{\psi}(x) \vee \neg \mathcal{R}(x, y) \vee \mathcal{P}(y)$.

As all non-unit clauses of a typical input set contain a selected literal, all definitional clauses can only be used as negative premises of resolution steps. To begin with, there is only one candidate for a positive premise, namely, the ground unit clause $Q_{\varphi}(a)$ (which representing the input formula $\varphi$ ). Inferences with such ground unary unit clauses produce ground clauses

$$
\begin{array}{ll}
\hline \mathcal{P}(a) & \\
\neg Q_{\psi}(x)^{+} \vee \neg P_{p}(x)^{+} & \text {if } \psi=\neg p \\
\neg Q_{\psi}(x)^{+} \vee \mathcal{P}(x)[\vee \mathcal{P}(x)] & \text { if } \psi=\phi_{1} \wedge \phi_{2}\left[\psi=\phi_{1} \vee \phi_{2}\right] \\
\neg Q_{\psi}(x)^{+} \vee \neg \mathcal{R}(x, y)^{+}[\vee \mathcal{P}(y)] & \text { if } \psi=[i] \perp[\psi=[i] \phi] \\
\neg Q_{\psi}(x)^{+}[\vee \mathcal{P}(f(x))] & \text { if } \psi=\langle i\rangle \top[\psi=\langle i\rangle \phi] \\
\neg Q_{\psi}(x)^{+} \vee \mathcal{R}(x, f(x)) & \\
\hline
\end{array}
$$

Figure 4. Schematic clausal forms for $\mathbf{K}_{n}$
consisting of positive literals only, which are split into ground unit clauses. It can be shown that maximally split (non-empty) inferred clauses have one of two forms: $\mathcal{P}(s)$, or $\mathcal{R}(s, f(s))$, where $s$ is a ground term [119]. In general, $s$ is a nested non-constant functional ground term, which is typically avoided in resolution decision procedures based on an ordering refinement because, in most situations, nesting causes unbounded computations. For the class of clauses under consideration, however, any derived clause is smaller than its positive parent clauses with respect to a well-founded ordering which reflects the structure of the formula.

THEOREM $6([119,121])$. Let $\varphi$ be a $\mathbf{K}_{n}$ formula and let $N$ be the clausal form of the formula $\operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K}_{n}$ iff there is a refutation of $N$ by $R^{\text {hyp }}$, and
2. any $R^{h y p}$ derivation from $N$ terminates.

THEOREM 7 ([49]). Let $\varphi$ be a $\mathbf{K}_{n}$ formula. The space complexity for testing the satisfiability of a modal formula $\varphi$ with $R^{\text {hyp }}$ is bounded by $O\left(n d^{m}\right)$, where $n$ is the number of symbols in $\varphi$, $d$ is the number of different diamond subformulae in $\varphi$, and $m$ is the modal depth of $\varphi .^{2}$

Formulae in $\mathbf{K}_{n}$ translate by the relational translation into the guarded fragment, in particular, into the two-variable guarded fragment $\mathbf{G F}{ }^{2}$. It is not difficult to see that formulae in $\mathbf{K}_{n}$ are in fact translated into the subfragment $\mathbf{G F}{ }^{-}$, introduced in [134]. Under the assumption that either (i) there is a bound on the arity of predicate symbols in $\mathbf{G F}$ - formulae, or (ii) that each subformula of a GF ${ }^{-}$formula has a bounded number of free variables, the satisfiability problem of $\mathbf{G F}{ }^{-}$is PSpace-complete, the same as for the satisfiability problem of $\mathbf{K}_{n}$. Obviously, there is a bound of two on the arity on predicate symbols occurring in the relational translation of modal formulae in $\mathbf{K}_{n}$. From these observations a well-known result follows.
THEOREM 8. The computational complexity of the satisfiability problem of $\mathbf{K}_{n}$ is PSpacecomplete.

In [81] it is shown that $R^{\text {hyp }}$ can be implemented as a modification of the main procedure of a standard (saturation based) first-order theorem prover with splitting (e.g. (M)SPASS [120, 174, $192,194]$ ) to provide a space optimal decision procedure for $\mathbf{G F}{ }^{-}$. A direct consequence is the following.
THEOREM 9 ([81, 180]). $R^{\text {hyp }}$ can be turned into a polynomial space resolution decision procedure for $\mathbf{K}_{n}$.

A more detailed description of how this can be done is given in Section 3.4.
Another interesting aspect of $R^{\text {hyp }}$ is that it can polynomially simulate tableau algorithms [118, $119,121]$. In general, a proof system $\mathcal{A}$ polynomially simulates ( $p$-simulates) a proof system $\mathcal{B}$ iff there is a function $g$, computable in polynomial time, mapping proofs of any given formula $\varphi$ in $\mathcal{B}$ to proofs of $\varphi$ in $\mathcal{A}$ [38]. To establish a correspondence between tableau proofs and derivations in $R^{\text {hyp }}$, we make use of the fact that each subformula $\psi$ of a given modal formula $\varphi$ corresponds to a predicate symbol $Q_{\psi}$ in $\operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$. Every node $w$ occurring in a tableau completion tree corresponds to a term $t_{w}$ occurring in a $R^{\text {hyp }}$ derivation. A formula $\psi$ occurring in a set labelling a node $w$ corresponds to a unit clause $Q_{\psi}\left(t_{w}\right)$ and any edge between nodes $w$ and $v$ with label $i$ in a completion tree corresponds to a unit clause $R_{i}\left(t_{w}, f\left(t_{w}\right)\right)$ in

[^1]a $R^{\text {hyp }}$ derivation, where $t_{w}$ is the term corresponding to node $w$ and $f\left(t_{w}\right)$ is the term corresponding to node $v$, for some function symbol $f$. Given these correspondences, each application of a tableau expansion rule to a completion tree can be simulated by at most two applications of expansion rules in a $R^{\text {hyp }}$ derivation.

This p-simulation result extends to tableau algorithms for many extension of $\mathbf{K}_{n}$, for example extensions by the modal axiom schemas $\mathbf{T}, \mathbf{D}, \mathbf{B}, \mathbf{4}$, and $\mathbf{5}$ [121]. It also extends to other forms of tableau and sequent-style calculi.

The notion of p-simulation leaves open the possibility that an algorithm based on the proof system $\mathcal{A}$ which p -simulates a proof system $\mathcal{B}$ would have to search a much larger search space to find a proof for a given formula than an algorithm based on $\mathcal{B}$. For $R^{\text {hyp }}$, however, it is possible to show that the search space corresponds to that of the tableau algorithm for $\mathbf{K}_{n}$ presented in Section 4.2 [121]. Related simulation results of tableau procedures for description logics can be found in [118, 119], see also [65]. All these simulation results provide valuable insights into the similarities and difference between tableau methods and resolution. On the one hand, the view presented is that many tableau algorithms are essentially hyperresolution with lazy translation to first-order logic. On the other hand, because of the generality of the setting (first-order logic) it is even possible to exploit the close link with hyperresolution and use it as a basis for systematically developing new tableau procedures. Using this approach, a new tableau decision procedure was essentially 'read off' in [49] from a translation-based hyperresolution decision procedure for an expressive PDL-style modal logic.

For the modal logic $\mathbf{K}_{n}$, an improved version of the relational translation is presented in [9]. In the original presentation, this translation consists of two steps, first mapping a formula from one multi-modal logic into another, and then applying the relational translation to it. Our presentation merges both steps into one. We uniquely associate a unary predicate symbol $P_{p, \sigma}$ with every propositional variable $p$ and sequence $\sigma$ of modalities. Similarly, we uniquely associate a binary predicate symbol $R_{\sigma}$ with every sequence $\sigma$ of modalities. Then the tree(-based) relational translation $\pi_{t r}$ is defined as follows.

$$
\begin{array}{rlrl}
\pi_{t r}(\top, x, \sigma) & =\top & \pi_{t r}(\perp, x, \sigma) & =\perp \\
\pi_{t r}(p, x, \sigma) & =P_{p, \sigma}(x) & \pi_{t r}(\neg \varphi, x, \sigma)=\neg \pi_{t r}(\varphi, x, \sigma) \\
\pi_{t r}(\varphi \star \psi, x, \sigma) & =\pi_{t r}(\varphi, x, \sigma) \star \pi_{t r}(\psi, x, \sigma) & \text { for } \star \in\{\wedge, \vee, \rightarrow, \leftrightarrow\} \\
\pi_{t r}([i] \varphi, x, \sigma) & =\forall y\left(R_{\sigma . i}(x, y) \rightarrow \pi_{t r}(\varphi, y, \sigma . i)\right) & \\
\pi_{t r}(\langle i\rangle \varphi, x, \sigma) & =\exists y\left(R_{\sigma . i}(x, y) \wedge \pi_{t r}(\varphi, y, \sigma . i)\right) &
\end{array}
$$

The translation of a modal formula is given by $\pi_{t r}(\varphi, x, \epsilon)$. The tree relational translation can be viewed as incorporating a feature of the (optimised) functional translation into the relational translation. Whereas the relational translation uses a family of binary predicate symbols $R_{i}$, where $i$ is a modal parameter, the tree relational translation uses a larger family of binary predicate symbols $R_{\sigma}$, where $\sigma$ is a sequence of modal parameters representing a path from the initial world, to encode transitions between worlds. Another difference is that in the tree-based translation the $\sigma$ are also encoded into the unary predicates.

## THEOREM 10. A modal formula $\varphi$ is satisfiable in $\mathbf{K}_{n}$ iff $\pi_{t r}(\varphi, x, \epsilon)$ is first-order satisfiable.

If we restrict ourselves to $\mathbf{K}$, that is, our logic has only one modality, then the sequence $\sigma$ in the definition of $\pi_{t r}$ only serves as a unary coding of the natural numbers. Thus, we can further simplify the translation by using $\pi_{t r}(\varphi, x, 0)$ as translation of a modal formula and modifying
the translation $\pi_{t r}$ as follows.

$$
\begin{aligned}
\pi_{t r}([i] \varphi, x, \sigma) & =\forall y\left(R_{\sigma+1}(x, y) \rightarrow \pi_{t r}(\varphi, y, \sigma+1)\right) \\
\pi_{t r}(\langle i\rangle \varphi, x, \sigma) & =\exists y\left(R_{\sigma+1}(x, y) \wedge \pi_{t r}(\varphi, y, \sigma+1)\right)
\end{aligned}
$$

All other cases in the definition of $\pi_{t r}$ remain unchanged. In [8] it is shown that we can use the following ordering to ensure that derivations in $R_{S}^{\succ}$ from the clausal form of $\pi_{t r}(\varphi, x, 0)$ of a $\mathbf{K}$ formula $\varphi$ terminates: $P_{\sigma}\left(s_{1}, \ldots, s_{n}\right) \succ Q_{\delta}\left(t_{1}, \ldots, t_{m}\right)$ if either $\sigma<\delta$, or $\sigma=\delta$ and $n>m$. This result can easily be extended to $\mathbf{K}_{n}$ by defining the ordering $\succ$ as $P_{\sigma}\left(s_{1}, \ldots, s_{n}\right) \succ$ $Q_{\delta}\left(t_{1}, \ldots, t_{m}\right)$ if either length $(\sigma)<$ length $(\delta)$ or length $(\sigma)=$ length $(\delta)$ and $n>m$. This ordering restriction can be seen to force a kind of top-down approach.
THEOREM 11. Let $\varphi$ be a modal formula in $\mathbf{K}_{n}$ and let $N$ be the clausal form of $\pi_{t r}(\varphi, x, \epsilon)$. Then any derivation from $N$ in $R^{o r d}$ (up to redundancy) without splitting terminates.

One of the interesting aspects of this result is that it does not require the use of structural transformation (nor does it require the use of the splitting rule, but condensing is crucial).

### 3.2 Global satisfiability, non-logical axioms, transitive modalities, and $\mathbf{K} \mathbf{4}_{n}$

So far we have focused on local satisfiability, that is, the problem whether for a given modal formula $\varphi$, there exists a model $\mathfrak{M}=\langle W, R, V\rangle$ and a world $w \in W$ such that $\mathfrak{M}, w \models \varphi$. Now we turn to the problem of determining whether there is a model $\mathfrak{M}$ such that for all worlds $w \in W \mathfrak{M}, w \models \varphi$, i.e. is $\varphi$ globally true in some model. The modifications necessary to allows us to determine the global satisfiability of a modal formula in $\mathbf{K}_{n}$ based on the relational translation are minimal: $\varphi$ is globally satisfiable in $\mathbf{K}_{n}$ iff $\forall x \pi_{r}(\varphi, x)$ is first-order satisfiable. Is it straightforward to see that the clausal form $N$ of $\operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\forall x \pi_{r}(\varphi, x)\right)$ still consists only of $\mathbf{D L}{ }^{*}$ clauses. Consequently, $R^{\text {ord }}$ can decide the satisfiability of the clause set $N$.

THEOREM 12. Let $\Sigma$ be an arbitrary set of axiom schemas such that $\mathbf{K}_{n} \Sigma$ is complete and the clausal form of the relational frame properties $F_{\Sigma}$ corresponding to the axiom schemas in $\Sigma$ is in $\mathbf{D L}$. Let $\varphi$ be a modal formula in $\mathbf{K}_{n}$ and let $N$ be the clausal form of $F_{\Sigma, \varphi}=F_{\Sigma} \wedge$ $\operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\forall x \pi_{r}(\varphi, x)\right)$. Then

1. $\varphi$ is not globally satisfiable in $\mathbf{K}_{n} \Sigma$ iff $F_{\Sigma, \varphi}$ is not first-order satisfiable iff there is a refutation of $N$ by $R^{\text {ord }}$,
2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and
3. any derivation from $N$ in $R^{\text {ord }}$ (up to redundancy) terminates in double exponential time and in exponential time, if $\Sigma$ is empty.

For local and global $\mathbf{K}_{n}$-satisfiability w.r.t. to a background theory of non-logical axioms the same result is true. Furthermore the complexity of ordered resolution is optimal.
THEOREM 13. Let $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ be a finite set of of modal formulae and let $\varphi$ be a modal formula. Let $F_{\Gamma, \varphi}$ be the first-order formula $\exists x \pi_{r}(\varphi, x) \wedge \bigwedge_{i=1, \ldots, n} \forall x \pi_{r}\left(\gamma_{i}, x\right)$ and let $N$ be the clausal form of $\operatorname{Def}_{\Lambda_{\Gamma, \varphi}}\left(F_{\Gamma, \varphi}\right)$, where $\Lambda_{\Gamma, \varphi}$ contains all non-atomic positions of $F_{\Gamma, \varphi}$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K}_{n}$ w.r.t. $\Gamma$ iff $F_{\Gamma, \varphi}$ is first-order unsatisfiable iff there is a refutation of $N$ by $R^{\text {ord }}$,

## 2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and


In contrast to $R^{\text {ord }}$, derivations in $R^{\text {hyp }}$ from the clausal form of $\operatorname{Def}_{\Lambda_{\Gamma, \varphi}}\left(F_{\Gamma, \varphi}\right)$, as defined in Theorem 13, are not guaranteed to terminate. Tableau algorithms face the same problem, and the solution typically used is a technique called blocking. See Sections 4.3 and 4.4 for details. This technique can be transferred to the context of first-order clausal logic and $R^{\text {hyp }}$ derivations as described in [118]. It involves the addition of a blocking rule which at certain points during a derivation adds equations $t_{1} \approx t_{2}$ between ground terms $t_{1}$ and $t_{2}$ to the clause set, rendering inferences on literals involving the greater of the two terms redundant. One of the interesting properties of this approach is that completeness follows immediately from the general completeness result for $R^{\text {hyp }}$ [18], only soundness needs to be established. Another way of combining blocking with $R^{\text {hyp }}$ is presented in [27]. In addition, optimisations techniques like lazy unfolding and absorption, which will be discussed in detail in Section 4.4, are in-built and therefore free in $R^{\text {hyp }}$.

However, for $\mathbf{K}_{n}$ extended with axiom schemas sometimes quite different approaches are required. For example the formula $\forall x y z\left(\left(R_{i}(x, y) \wedge R_{i}(y, z)\right) \rightarrow R_{i}(x, z)\right)$ stating the transitivity of $R_{i}$ is not a formula in any of the relevant decidable first-order fragments. The corresponding clause does not belong to $\mathrm{DL}^{*}$ either. To handle transitive modal logics one possibility is to use the ordered chaining calculus introduced in [15] for binary relations satisfying the general schema $R_{i} \circ R_{j} \subseteq R_{k}$. A decision procedure for a first-order fragment covering the modal logics K4, KD4, and KT4, and their multi-modal variants, which is based on ordered chaining, is presented in [77]. Recent work in [124] presents an extension of $R_{S}^{\succ}$ which can decide the guarded fragment with transitive guards. This provides a decision procedure for all modal logics translatable into this fragment.

In the following we present another approach, the axiomatic translation approach [181], which allows a variety of modal logics with transitive modalities to be embedded in DL*. Consequently this allows the use of $R^{\text {ord }}$ to decide these logics. This method is not restricted to transitive modal logics and applies to a large class of modal logics.

Remember that structural transformation introduces for each modal subformula $[i] \psi$ of a modal formula $\varphi$ a predicate symbol $Q_{[i] \varphi}$ in $\pi_{r}(\varphi, x)$. The general principle of the axiomatic translation approach for $\mathbf{K} \mathbf{4}_{n}$ is the following. For every transitive modality $[i]$ and every subformula $[i] \psi$ of the formula $\varphi$, add the first-order formula

$$
\begin{equation*}
\forall x y\left(\left(Q_{[i] \psi}(x) \wedge R_{i}(x, y)\right) \rightarrow Q_{[i] \psi}(y)\right) . \tag{4}
\end{equation*}
$$

to the translation. The main technical question with the axiomatic translation principle is to know how many instances of such a 'schema formula' need to be added to the translation. In the Hilbert axiomatisation, axioms such as 4 are valid for all substitution instances. Since we do not have access to a substitution rule, we need to make sure from the outset that enough instances of the schema formulae are present in the translation of $\varphi$. (Of course, this does not preclude a lazy implementation which delays the translation of subformulae and the inclusion of instances of schema formulae until absolutely necessary.) The clausal form of $A_{4}$ is $\neg Q_{[i] \psi}(x) \vee \neg R_{i}(x, y) \vee$ $Q_{[i] \psi}(y)$, which is a $\mathbf{D L}$ * clause (and a guarded clause).
THEOREM 14. Let $\varphi$ be a modal formula and $\Xi$ the set of all subformulae of the form $[i] \psi$ of $\varphi$. Let $F_{4}$ be the first-order formula $\bigwedge_{[i] \psi \in \Xi} \forall x y\left(\left(Q_{[i] \psi}(x) \wedge R_{i}(x, y)\right) \rightarrow Q_{[i] \psi}(y)\right)$. Let $N$ be the clausal form of $F_{\mathbf{4}, \varphi}=F_{\mathbf{4}} \wedge \operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K} \mathbf{4}_{n}$ iff $F_{\mathbf{4}, \varphi}$ is first-order unsatisfiable iff there is a refutation of $N$ by $R^{\text {ord }}$,
2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and
3. any derivation from $N$ in $R^{\text {ord (up to redundancy) terminates in exponential time. }}$

The same result is true for global satisfiability in $K 4_{n}$ and also reasoning with respect to nonlogical axioms. Theorem 14 reduces reasoning in $K 4_{n}$ to reasoning in $\mathbf{K}_{n}$ with background theories. Consequently, $R^{\text {hyp }}$ combined with a blocking rule provides an alternative decision procedure for $\mathrm{K} 4_{n}$.

### 3.3 Converse modalities and the modal logics $\mathbf{K B}_{n}$ and $\mathbf{K B} 4_{n}$

Extending the results of Section 3.1 to modal logics with converse modalities or to the modal logics $\mathrm{KB}_{n}$ and $\mathrm{KB} 4_{n}$ is straightforward. For converse modalities we have to extend our definition of the relational translation $\pi_{r}$ as follows:

$$
\pi_{r}\left(\left[i^{\smile}\right] \varphi, x\right)=\forall y\left(R_{i}(y, x) \rightarrow \pi_{r}(\varphi, y)\right) \quad \pi_{r}\left(\left\langle i^{\smile}\right\rangle \varphi, x\right)=\exists y\left(R_{i}(y, x) \wedge \pi_{r}(\varphi, y)\right)
$$

Then, Theorem 13 extends to the following.
THEOREM 15. Let $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$ be a finite set of of $\mathbf{K}_{n}^{\smile}$ formulae and let $\varphi$ be a $\mathbf{K}_{n}^{\smile}$ formula. Let $F_{\Gamma, \varphi}$ be the first-order formula $\left.\exists x \pi_{r}(\varphi, x) \wedge \bigwedge_{i=1, \ldots, n} \forall x \pi_{r}\left(\gamma_{i}, x\right)\right)$. Let $N$ be the clausal form of $\operatorname{Def}_{\Lambda_{\Gamma, \varphi}}\left(F_{\Gamma, \varphi}\right)$ where $\Lambda_{\Gamma, \varphi}$ contain all non-atomic positions of $F_{\Gamma, \varphi}$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K}_{n}^{\smile}$ w.r.t. $\Gamma$ iff $F_{\Gamma, \varphi}$ is first-order unsatisfiable iff there is a refutation of $N$ by $R^{\text {ord }}$,
2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and
3. any derivation from $N$ in $R^{\text {ord (up to redundancy) terminates in exponential time. }}$

In the case of the modal logic $\mathbf{K B}_{n}$ we extend the relational translation (or the axiomatic translation) by adding the relational frame property $R_{\mathbf{B}}$ corresponding to $\mathbf{B}$, namely $\forall x y\left(R_{i}(x, y) \rightarrow\right.$ $\left.R_{i}(y, x)\right)$, to the translation of $\varphi$. Finally, in the case of $\mathbf{K B} 4_{n}$ we restrict ourselves to the axiomatic translation and again add the relational frame property $R_{\mathrm{B}}$ to the translation of $\varphi$.

In all these cases, the clausal form $N$ of the translated modal formulae as well as that of $R_{\mathbf{B}}$ consists only of $\mathbf{D L}^{*}$ clauses. Consequently, $R^{\text {ord }}$ provides us with a decision procedure for the satisfiability of $N$.
THEOREM 16. Let $\varphi$ be a $\mathbf{K B}_{n}$ formula and let $N$ be the clausal form of the first-order formula $F_{\mathbf{B}, \varphi}=\forall x y\left(R_{i}(x, y) \rightarrow R_{i}(y, x)\right) \wedge \operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K B}_{n}$ iff $F_{\mathbf{B}, \varphi}$ is first-order unsatisfiable iff there is a refutation of $N$ by $R^{\text {ord }}$,
2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and
3. any derivation from $N$ in $R^{\text {ord (up to redundancy) terminates in exponential time. }}$

The result extends easily to global satisfiability and non-logical axioms. So, the axiomatic translation for KB is another reduction into $\mathbf{D L}^{*}$, but also $\mathbf{G F}^{2}$, and $R^{\text {ord }}$ is an exponential time decision procedure [181]. Besides $R^{\text {ord }}$ we can also use $R^{\text {hyp }}$ to decide the satisfiability of $N$ (this is a consequence of the main results in [82, 83]).
THEOREM 17. Let $\varphi$ be $a \mathbf{K B 4}{ }_{n}$ formula and let $\Xi$ be the set of all subformulae of the form $[i] \psi$ of $\varphi$. Let $F_{\mathbf{B} 4}$ be the first-order formula

$$
\forall x y\left(R_{i}(x, y) \rightarrow R_{i}(y, x)\right) \wedge \bigwedge_{[i] \psi \in \Xi} \forall x y\left(\left(Q_{[i] \psi}(x) \wedge R_{i}(x, y)\right) \rightarrow Q_{[i] \psi}(y)\right)
$$

Let $N$ be the clausal form of $F_{\mathbf{B} 4, \varphi}=F_{\mathbf{B} \mathbf{4}} \wedge \operatorname{Def}_{\Lambda_{m}(\varphi)}\left(\pi_{r}(\varphi, x)\right)$. Then

1. $\varphi$ is unsatisfiable in $\mathbf{K B} 4_{n}$ iff $F_{\mathbf{B 4}, \varphi}$ is first-order unsatisfiable iff there is a refutation of $N$ by $\mathrm{R}^{\text {ord }}$,
2. $N$ is a set of $\mathbf{D L}^{*}$ clauses, and
3. any derivation from $N$ in $R^{o r d}$ (up to redundancy) terminates in exponential time.

As described in Section 3.1, in the case of the optimised functional translation, we add so-called functional frame properties in the form of (conditional) equations between path terms to accommodate additional axiom schemas like 4 and 5. Alternatively, one can replace syntactic unification in the inference rules of $R$ with theory unification [175, 176]. The resulting calculus is called theory resolution. So far, the only decision procedures for modal logics like $\mathbf{K} \mathbf{4}_{n}$ or $\mathbf{K B}_{n}$ based on theory resolution make use of a term depth bound, that is, any derived clause involving terms of depth greater than a pre-computed bound dependent on the modal formula whose satisfiability is tested will be removed [175, 178].

This section is an incomplete discussion of the different uses of first-order resolution. Due to space restrictions we have only been able to present a few of the translations that are available and have omitted a lot of details. Other translation methods are surveyed in [64, 148]. See also the surveys $[65,49,122,180,182]$.

### 3.4 Implementation and optimisation

In this section, we give a brief overview of the implementation of the resolution calculus presented in Section 3.1 and discuss some of the issues involved in using such an implementation for theorem proving in modal logic. For further details on the implementation of first-order theorem provers see e.g. [193, 169, 183].

The procedure ResolutionProver presented in Figure 5 is the main procedure implementing the calculus $R_{S}^{\succ}$. The input is a set $N$ of clauses. The output on termination is a proof of unsatisfiability or a saturated clause set. The procedure operates on two sets of clauses, $\mathcal{U S}$ and $\mathcal{W O}$ (the set of usable clauses and the set of worked-off clauses). The set $\mathcal{W O}$ contains all the clauses that have already been used as premises in inference steps (or can never be used as premises) and the set $\mathcal{U S}$ contains all the clauses that still need to be considered as premises. In our particular case, the input set $N$ is the clausal form of the translation of some modal formula.

The procedure proceeds as follows. First, the input set $N$ is simplified by the function ired, that is, all tautologies and strictly subsumed clauses are deleted from $N$ (this is achieved by the two argument ired function). The set $N$ is then divided into two sets: the usable clauses $\mathcal{U S}$ and the worked-off clauses $\mathcal{W O}$. The set $\mathcal{U S}$ contains all the clauses which are candidates for

```
Procedure ResolutionProver(N)
local \(\mathcal{W O}, \mathcal{U S}, \mathcal{N E} \mathcal{W}\), Given;
begin
    \(\mathcal{W O}:=\emptyset ;\)
    \(\mathcal{U S}:=\operatorname{ired}(\mathrm{N}, \mathrm{N})\);
    Stack := emptystack();
    while \((\mathcal{U S} \neq \emptyset)\) and \((\perp \notin \mathcal{U S}\) or not stackempty(Stack))
    do
        if \((\perp \in \mathcal{U S})\) then
            (Stack, \(\mathcal{U S}, \mathcal{W O}\) ) := backtrack(Stack, \(\mathcal{U S}, \mathcal{W O})\);
        else
            begin
                (Given, \(\mathcal{U S}\) ) := choose \((\mathcal{U S})\);
                    if (splittable (Given)) then
                        begin
                        \(\mathcal{N E} \mathcal{W}\) := firstsplitcase(Given);
                            Stack := push(Stack, secondsplitcase(Given))
                    end
                    else
                    begin
                        \(\mathcal{W O}:=\mathcal{W O} \cup\{\) Given \(\} ;\)
                        \(\mathcal{N E W}:=\inf (\) Given, \(\mathcal{W O})\);
                    end
            end
            \((\mathcal{N E W}, \mathcal{W O}, \mathcal{U S}):=\operatorname{ired}(\mathcal{N E W}, \mathcal{W O}, \mathcal{U S})\);
    return \((\mathcal{U S})\)
end
```

Figure 5. Standard inference loop in a saturation theorem prover
inferences and the set $\mathcal{W O}$ contains all the clauses that have already been selected for inferences. Initially, the set $\mathcal{W O}$ is the empty set, while $\mathcal{U S}$ contains all clauses of $N$ remaining after application of ired. Next the procedure enters the main inference loop in which it remains while the set $\mathcal{U S}$ is not empty and the empty clause $\perp$ has not been derived or there are still alternative branches of the derivation tree that need to be considered. Within the main loop it is first checked whether the set $\mathcal{U S}$ contains the empty clause. If so, the current branch of the derivation is a closed branch and backtracking takes the computation to a different branch of the derivation. Otherwise the function choose selects a clause from $\mathcal{U S}$. This clause is called the given clause. If the splitting rule can be applied to the given clause, one of its two split components is taken to be the newly derived clause, which is stored in $\mathcal{N E \mathcal { W }}$, and the other split component is pushed onto a stack. Basically, this creates a new branch in the derivation tree that is explored later, if it turns out that the current branch can be closed. This corresponds to a depth-first construction of the derivation tree. If the splitting rule cannot be applied, we add the given clause to the set $\mathcal{W O}$ and compute all conclusions of inferences by resolution and factoring between the given clause and clauses in $\mathcal{W O}$ using the function inf. After removing redundant clauses from the sets $\mathcal{U S}, \mathcal{W O}$, as well as the newly derived clauses (this is achieved by the three argument ired function), the remaining new clauses are added to the set $\mathcal{U S}$, and a new iteration of the main
loop is entered.
Important points to note about the ResolutionProver procedure are the following. First, in the main inference loop, the function inf computes all conclusions derivable from the given clause and clauses in $\mathcal{W O}$. For example, suppose we use the $R^{\text {hyp }}$ instance of $R_{S}^{\succ}$. Let the set $\mathcal{U S}$ contain the clauses $Q_{\langle 1\rangle \varphi}(t), D_{0}=\neg Q_{\langle 1\rangle \varphi}(x) \vee R_{1}(x, f(x))$, and $D_{1}=\neg Q_{\langle 1\rangle \varphi}(x) \vee Q_{\varphi}(f(x))$, as well as $n$ clauses of the form $C_{i+1}=Q_{[1] \psi_{i}}(t)$ and $D_{i+1}=\neg Q_{[1] \psi_{i}}(x) \vee \neg R_{i}(x, y) \vee Q_{\psi_{i}}(y)$, for $1 \leq i \leq n$. If we first choose each $D_{i}, 0 \leq i \leq n+1$ they are simply moved to $\mathcal{W O}$, without any new clause being inferred from them. The same is true if we continue by choosing each $C_{i+1}$ in turn. Finally, when we choose $Q_{\langle 1\rangle \varphi}(t)$, the clauses $R_{i}(t, f(t))$ and $Q_{\varphi}(f(t))$ is computed by inf and moved to $\mathcal{U S}$. When $R_{1}(t, f(t))$ becomes the given clause, inf computes in one step the clauses $Q_{\psi_{i}}(f(t))$, for $1 \leq i \leq n$. This corresponds to the application of the tableau inference rule

$$
\begin{array}{cccc}
w:\langle i\rangle \varphi & w:[i] \psi_{1} & \cdots & w:[i] \psi_{n} \\
\hline v: \varphi & v: \psi_{1} & \cdots & v: \psi_{n}
\end{array}
$$

where $v$ is an $i$-successor of $w$. However, if we choose clauses starting with $D_{0}$, followed by $D_{1}$, and then $Q_{\langle 1\rangle \varphi}(t)$, inf infers $R_{1}(t, f(t))$ and $Q_{\varphi}(f(t))$, corresponding to an application of the $\diamond$-rule in the tableau algorithm defined in Figure 8 . If we proceed by choosing $R_{1}(t, f(t))$, then each $C_{i+1}$ directly followed by $D_{i+1}$, inf infers $Q_{\psi_{i}}(f(t))$, corresponding to a series of applications of the $\square$-rule in Figure 8. This shows that the way in which clauses are selected by choose gives us added flexibility in how the search for a refutation is directed.

Second, the ordering $\succ$ and the selection function $S$ only influence the function inf without changing what has just been said. Concerning the selection function $S$ the user is able to select among a fixed set of pre-defined selection functions. The selection function which selects every negative literal in any clause is usually included in that set. Concerning the ordering $\succ$, state-of-the-art first-order theorem provers standardly contain implementations of recursive path orderings, lexicographic path orderings or Knuth Bendix orderings, which are parameterised by an ordering on the signature of the input clause set $N$, which the user can specify. Refinements of the particular ordering $\succ$ defined in Section 3.1 can be obtained by either recursive path orderings or Knuth Bendix orderings (definitions of orderings and ordering extensions can be found in [52]).

Third, the remaining functions in ResolutionProver are firstsplitcase and secondslitcase which basically determine the order in which branches of a derivation tree are investigated. Again, it is possible to exercise control on this order by using some heuristic.

Fourth, the implementation of backtrack has significant influence on the performance of the prover. On the stack we only store the second split component that may need to be considered at a later point, but not the current state of $\mathcal{W O}$ and $\mathcal{U S}$. The information required to return $\mathcal{W O}$ and $\mathcal{U S}$ to the correct state on backtracking is stored in each clause, allowing us to remove clauses which are no longer derivable and restoring clauses which are no longer redundant after backtracking. When we derive a contradiction it is not necessary to backtrack to the state associated with the split component currently on top of the stack. Instead more intelligent forms of backtracking are possible. For example, the theorem prover SPASS [194] implements branch condensing. Here, on backtracking, all first components not used to derive a contradiction are removed from the set $\mathcal{U S}$ as well as all the corresponding second split components on the stack. The prover then backtracks to the second split component which is now on top of the stack, removing clauses which are no longer derivable and restoring clauses which are no longer redundant. For further details see [193]. This form of intelligent backtracking is closely related but not identical to conflict-directed backjumping [78, 164]. See also Section 4.2.

An alternative to explicit splitting is splitting through new propositional variables [168] implemented in the theorem prover VAMPIRE [169] or the generalisation called separation in [179]. In the splitting through propositional variables approach, a clause $C \vee D$ with variable-disjoint components $C$ and $D$ is replaced with two clauses $C \vee p$ and $D \vee \neg p$, where $p$ is a new propositional variable called a split propositional variable. The ordering $\succ$ and the selection function $S$ are extended to ensure that $p$ is minimal in $D \vee \neg p$ and $\neg p$ is selected in $D$. This makes it impossible for the clause $C \vee D$ to be derived from the two new clauses and also blocks $D \vee \neg p$ for inferences until we derive a clause in which $p$ is maximal. The derivation of a contradiction from the split component $C$ in explicit splitting then corresponds to the derivation of a clause $E \vee p$ where $E$ consists solely of split propositional variables. If $p$ is maximal in $E \vee p$ we can derive $E \vee D$ which corresponds to backtracking to the branch of the derivation in which $D$ is true. Note that this again is a form of intelligent backtracking since $E \vee p$ is a representation of all the split components involved in deriving a 'contradiction'. Thus, in backtracking we ignore all other splits not represented by a split propositional variable in $E \vee p$. Unlike branch condensing and (conflict-driven) backjumping, however, those splits are still present. A disadvantage of splitting through new propositional symbols is that subsumption and reductions such as unit propagation are not as effective as for explicit splitting. De Nivelle [47] has suggested modifications of the standard inference and redundancy elimination rules which take account of split propositional variables.

Both explicit splitting and splitting through new propositional variables split a clause $C \vee D$ into split components $C$ and $D$. The two branches of the derivation do not necessarily investigate disjoint sets of Kripke/first-order models. For variants of splitting we have the option to add the negation of $C, \neg C$, to the branch on which $D$ is true. However, in contrast to propositional logic, the benefit is less obvious. For example, assume that $C$ is $Q_{[i] p}(a)$ and that the clause set to which we add $\neg C=\neg Q_{[i] p}(a)$ contains already the unit clause $Q_{[i](p \wedge q)}(a)$. We can propagate the unit clause $\neg C$ to all clauses in the clause set which removes all occurrences of $Q_{[i] p}(a)$ from those clauses. However, the contradiction between $\neg Q_{[i] p}(a)$ and $Q_{[i](p \wedge q)}(a)$ is not detected. This is true even if the clause set contains the definitional clauses $Q_{[i] p}(x) \vee R(x, f(x)), Q_{[i] p}(x) \vee$ $\neg P_{p}(f(x))$, which we can use to derive $R(a, f(a))$ and $\neg P_{p}(f(a))$. Only when $R(a, f(a))$ and $Q_{[i](p \wedge q)}(a)$ together with the definition clauses $\neg Q_{[i](p \wedge q)}(x) \vee \neg R(x, y) \vee P_{p}(y)$ (and $\left.\neg Q_{[i](p \wedge q)}(x) \vee \neg R(x, y) \vee P_{q}(y)\right)$ are used to derive $P_{p}(f(a))$, is a contradiction detected. Note also that the clause $R(a, f(a))$ might trigger the derivation of a large number of additional clauses which would not be derived in the absence of $\neg Q_{[i] p}(a)$ or its definitional clauses. In general, the computational effort expended to this point might be great without a guarantee that there is a payoff. Termination is however not compromised.

Used as a procedure to test the satisfiability of a $\mathbf{K}_{n}$ formula $\varphi$ with any refinement of $R_{S}^{\succ}$ and any of the translations presented in this section, ResolutionProver requires exponential space in the size of $\varphi$. In [81] we have shown how ResolutionProver can be turned into a space optimal decision procedure for the class $\mathbf{G F}{ }^{-}$. This modified procedure provides also a polynomial space decision procedure for the relational translation of $\mathbf{K}_{n}$ and $\mathbf{K B}_{n}$ formulae. If we focus on $\mathbf{K}_{n}$, then a simple modification of ResolutionProver as described in Figure 6 is sufficient. The procedure uses an additional local variable $t$ which stores the term we currently focus on. Initially it is the only ground term in $N$, and is returned by groundTerm. The procedure choose selects the given clauses in a particular order. It starts by choosing non-ground clauses. This transfers all definitional clauses from $\mathcal{U S}$ to $\mathcal{W O}$ without any inference steps being performed. Then it selects ground clauses in an order which ensures that the derivation corresponds to a depth-first exploration of the completion tree in a tableau derivation. Finally, ired is modified so

```
Procedure ResolutionProver(N)
local \(\mathcal{W O}, \mathcal{U S}, \mathcal{N E} \mathcal{W}\), Given, \(t\);
begin
    \(t:=\) groundTerm( N\()\);
    (Given, \(\mathcal{U S}, t):=\operatorname{choose}(\mathcal{U S}, t)\);
    ...
    \((\mathcal{N E W}, \mathcal{W O}, \mathcal{U S}):=\)
                \(\operatorname{ired}(\mathcal{N E W}, \mathcal{W O}, \mathcal{U S}, t) ;\)
    \(\cdots\)
end
```

```
Procedure choose \((\mathcal{U S}, t)\)
```

Procedure choose $(\mathcal{U S}, t)$
begin
begin
if ( $C \in \mathcal{U S}$ where $C$ is non-ground) then
if ( $C \in \mathcal{U S}$ where $C$ is non-ground) then
return $(C, \mathcal{U S}-\{C\}, t)$
return $(C, \mathcal{U S}-\{C\}, t)$
else if $(Q(t) \vee C \in \mathcal{U S})$ then
else if $(Q(t) \vee C \in \mathcal{U S})$ then
return $(Q(t) \vee C, \mathcal{U S}-\{Q(t) \vee C\}, t)$
return $(Q(t) \vee C, \mathcal{U S}-\{Q(t) \vee C\}, t)$
else if $\left(R_{i}(t, s) \in \mathcal{U S}\right)$ then
else if $\left(R_{i}(t, s) \in \mathcal{U S}\right)$ then
$\operatorname{return}\left(R_{i}(t, s), \mathcal{U S}-\left\{R_{i}(t, s)\right\}, s\right)$
$\operatorname{return}\left(R_{i}(t, s), \mathcal{U S}-\left\{R_{i}(t, s)\right\}, s\right)$
else if $\left(R_{i}(u, v) \in \mathcal{U S}\right.$ with $v$ having greatest
else if $\left(R_{i}(u, v) \in \mathcal{U S}\right.$ with $v$ having greatest
depth in $\mathcal{U S}$ ) then
depth in $\mathcal{U S}$ ) then
return $\left(R_{i}(u, v), \mathcal{U S}-\left\{R_{i}(u, v)\right\}, v\right)$
return $\left(R_{i}(u, v), \mathcal{U S}-\left\{R_{i}(u, v)\right\}, v\right)$
end

```
end
```

Figure 6. Modified procedures for a polynomial space decision procedure for $\mathbf{K}_{n}$
that it removes from $\mathcal{W O}$ all clauses containing argument terms which are not subterms of the term $t$. This modification ensures that the information on terms which have been fully explored and does not contribute to a refutation is removed, bringing the space requirements down to polynomial space.

### 3.5 Other extensions (counting, nominals)

The modal logics $\mathbf{K}_{n}^{c}$ and $\mathbf{K}_{n}^{\sim}{ }^{\sim}$ with graded modalities and the modal logic $\mathbf{K}_{n}^{o}$ with nominals can be translated to first-order logic using a number of different embeddings. The simplest one is an extension of the relational translation as follows (the symbol $o_{i}$ denotes a nominal).

$$
\begin{aligned}
& \pi_{r}\left(\langle i\rangle_{m} \varphi, x\right)=\exists y_{1} \ldots y_{m}\left(R_{i}\left(x, y_{1}\right) \wedge \ldots \wedge R_{i}\left(x, y_{m}\right) \wedge y_{1} \not \approx y_{2} \wedge \ldots \wedge y_{m-1} \not \approx y_{m}\right) \\
& \pi_{r}\left([i]_{m} \varphi, x\right)=\forall y_{1} \ldots y_{m+1}\left(\left(R_{i}\left(x, y_{1}\right) \wedge \ldots \wedge R_{i}\left(x, y_{m+1}\right)\right) \rightarrow\right. \\
&\left.\quad\left(y_{1} \approx y_{2} \vee \ldots \vee y_{n} \approx y_{m+1}\right)\right) \\
& \pi_{r}\left(o_{i}, x\right)=\left(x \approx o_{i}\right)
\end{aligned}
$$

The superposition calculus [14] and the basic superposition calculus [17] are extensions of $R_{S}^{\succ}$ with rules for equality reasoning. In $[113,112]$ it is shown that the basic superposition calculus can be used to decide the satisfiability of knowledge bases in the $\mathcal{S H \mathcal { I } \mathcal { Q } \text { description logic. It }}$ follows that it can also be used to decide the satisfiability of formulae in $\mathbf{K}_{n}^{c}$ and $\mathbf{K}_{n}^{\bullet, c}$.

An extension of the optimised functional translation to $\mathbf{K}_{n}^{c}$ is presented and shown to be sound and complete in [150].

## 4 TABLEAU-BASED ALGORITHMS

In this section, we describe tableau-based decision procedures for modal logics and discuss their complexity and implementation issues. First, we discuss various choices for presenting tableau algorithms in general, and then present the basic tableau algorithm for $\mathbf{K}_{n}$ together with a detailed discussion of implementation and optimisation issues. Next, we modify this algorithm to handle $K 4_{n}$, background theories, converse modalities, and their combinations, and point out relevant modifications concerning the implementation and optimisation.

Intuitively, a tableau algorithm tries to construct, for an input formula $\varphi$, a model of $\varphi$; i.e., to decide the validity of a formula $\psi$, the tableau algorithm is started with $\neg \psi$. Depending on the modal logic, it is often convenient to consider an abstraction of models rather than models, namely a so-called tableau.

### 4.1 Tableau algorithms in general

We start with a description of a tableau algorithm for multi modal $\mathbf{K}_{n}$. Roughly speaking, this algorithm takes the input formula $\varphi$ and deduces constraints on the model it is going to build by breaking it down into its sub-formulae. We will first describe different styles in which this attempt at a model construction has been described and relate them to each other.

The "breaking down" is realized through tableau expansion rules; quite often, we find one such expansion rule per logical constructor. For example, if we know that $\psi_{1} \wedge \psi_{2}$ should be true in world $w$ of the model we are constructing, then we break the conjunction down and explicitly add the constraints that each $\psi_{i}$ has to be true in $w$. Next, we discuss the rules that handle box- and diamond formulae. Intuitively, if we know that $\langle i\rangle \psi$ should be true in world $w$, then we "generate" a witness world $w^{\prime}$, which is $i$-accessible from $w$ and in which $\psi$ is true. This can be formalised in different ways:

- for certain modal logics such as $\mathbf{K}_{n}$, one can first handle all formulae talking about a single world, then collect all constraints concerning another world and process these, and so on [129]. This approach is sometimes called "distructive" [92] (see also Chapter ??) because we can forget the constraints concerning an "old" world once we procede to the next one.
- labelled tableaux are closely related to propositional tableaux: they are sets of labelled formulae that partially describe a model: each formula is labelled with the world it should be true in (see ??). For example, the case where $\langle 1\rangle \psi$ is true in world $w$ would translate to finding the labelled formula $w:\langle 1\rangle \psi$ in our tableau, and the $\diamond$-rule adds labelled formulae $w^{\prime}: \psi$ and $w 1 w^{\prime}$, where the latter encodes that $w^{\prime}$ is 1 -accessible from $w$. This information is required if we find, additionally, a formula of the form $w:[1] \psi^{\prime}$ : in this case, the $\square$-rule adds $w^{\prime}: \psi^{\prime}$.
Alternatively, one can store the information that $w^{\prime}$ is $i$-accessible from $w$ in the labels by using appropriate sequences instead of atomic "names" $w, w^{\prime}$. We start with the empty sequence labelling the input concept, and then append these labels, e.g., as follows: if a world is generated for a labelled formula $s:\langle i\rangle \psi$, we name this world $s(i, \psi)$ and simply introduce the new labelled formula $s(i, \psi): \psi$. Please note that si : $\psi$ does not suffice because $\langle 1\rangle \psi \wedge\langle 1\rangle \neg \psi$ is satisfiable, but only in a world that has two distinguished 1acccessible worlds.
- other tableau algorithms explicitly store the relational structure of the model (or tableau) they are building. More precisely, they work on labelled graphs (often trees) where nodes represent worlds and labelled edges represent $i$-accessibility. Moreover, nodes are labelled with the set of formulae that should be true in the corresponding world. Thus, instead of finding two labelled formulae $w^{\prime}: \psi^{\prime}$ and $w^{\prime}: \psi^{\prime \prime}$ in a tableau, we would find both formulae in the label of the node $w^{\prime}$, written $\left\{\psi^{\prime}, \psi^{\prime \prime}\right\} \subseteq \mathcal{L}\left(w^{\prime}\right)$.
An advantage of this approach is that all information concerning a single world is kept in the same place. For example, it allows for the detection of obvious inconsistencies such as $w: p$ and $w: \neg p$ by a test that is local to $\mathcal{L}(w)$. When considering logics with converse
or graded modalities, the advantages of this "one node per world" approach become even more pronounced. State-of-the-art implementations of modal tableau algorithms adopt this approach $[159,90]$, which is why we have chosen it for this section.

Similarly, the $\vee$-rule is often formulated using either branching or non-determinism in the model construction. For example, if we know that $\psi_{1} \vee \psi_{2}$ should be true in $w$, then the $\vee$-rule can be formalised in the following two ways:

- we branch our model construction into two, one in which $\psi_{1}$ is true in $w$ and one in which $\psi_{2}$ is true in $w$, and then continue with the construction of each branch independently.
This is how non-deterministic constructors are handled in standard first order and modal logic tableau: the tableau rules expand a tree where each branching represents a nondeterministic choice, and thus where each path stands for a possible model.
- we non-deterministically choose one $\psi_{i}$ to be true in $w$. This yields a non-deterministic algorithm which, when implemented, requires back-tracking to be complete.
From a computational perspective, this approach is preferable since, in contrast to the above "branching" alternative, it preserves the useful "one node per world" property. Additionally, it can easily be adapted to exploit techniques developed for solving SAT problems, such as David-Putnam and related heuristics [41, 87]. State-of-the-art implementations of modal tableau algorithms handle disjunctions (and possibly other non-deterministic operators) in this way, and are combined with intelligent back-tracking (or back-jumping) and heuristics to make the "good" choice first, see Section 4.2.

The algorithms described in this chapter will use the latter, non-deterministic formulation, and will work on a single model/tableau at any world in time, where all information concerning each world is stored in a single node.

Figure 7 shows two example applications of different tableau algorithms to decide the satisfiability of the $\mathbf{K}$ formula $\psi=\langle 1\rangle p \wedge\langle 1\rangle q \wedge[1](\neg p \vee \neg q)$. On the left hand side, we show the result of a standard labelled tableau, where we use sequences as labels. First, we have broken down the conjunctions, then generated two new labels $(1, p)$ and $(1, q)$ for the two diamond formulae. Next, we have expanded the box formula for both new worlds, and finally branched for the disjunctions. The resulting tree stands for four different attempts to construct a model, one for each path from a leaf node to the root. Only the one ending in the filled node corresponds to a model since all other branches contain obvious inconsistencies: e.g., the first one contains both $(1, p): p$ and $(1, p): \neg p$.

On the right hand side, we show a (successfull) application of the non-deterministic version of a tableau algorithm working on trees. It has generated three nodes $w_{i}$ with labels that are completely expanded sets of formulae. Here, the edges stand for the accessibility relations, i.e., $w_{2}$ and $w_{3}$ are 1 -accessible from $w_{1}$. In contrast, on the left hand side, (the formulae along) one path in the tree represents a model, i.e., edges relate formulae that are true in the same model.

### 4.2 Local satisfiability for multi modal $\mathbf{K}_{n}$

Before we describe the algorithm, we introduce an appropriate data structure in which to represent models (and later tableaux). Firstly, it will be convenient to assume that all formulae descriptions are in negation normal form (see Section 2). The tableau algorithms presented in this section work on completion trees: a completion tree is a finite tree where each node $x$ is


Figure 7. Two application of tableau algorithms to the same formula.
labelled with a set $\mathcal{L}(x)$ of formulae, and edges are labelled with modal parameters. A node $y$ is called an $i$-successor of a node $x$ if $y$ is a successor of $x$ and the edge from $x$ to $y$ is labelled with $i$. A completion tree is said to be closed if it contains a node $x$ with $\{p, \neg p\} \subseteq \mathcal{L}(x)$; a completion tree that is not closed is open, and it is complete if no expansion rule applies-the expansion rules are given in Figure 8. Please note that they are formulated in such a way that, if a rule is applicable (i.e., the corresponding condition is satisfied by the current completion tree), then its application indeed changes the tree.

To decide the satisfiability of $\phi$ (in NNF), the tableau algorithm is started with a completion tree consisting of the root node $x_{0}$ only, with $\mathcal{L}\left(x_{0}\right)=\{\phi\}$. It applies the expansion rules until the completion tree becomes closed or complete, and returns " $\phi$ is satisfiable" if the expansion rules can be applied such that they yield a complete and open tableau, and " $\phi$ is unsatisfiable" otherwise. The "can be applied" formulation is due to the non-deterministic $\vee$-rule, as discussed in Section 4.1. Also, the algorithm does not fix any order in which the rules are to be applied, which means that an implementation has to/can chose a "good" one.

```
\(\wedge\)-rule: If \(\quad\) there is a node \(x\) with \(\psi_{1} \wedge \psi_{2} \in \mathcal{L}(x)\) and \(\left\{\psi_{1}, \psi_{2}\right\} \nsubseteq \mathcal{L}(x)\),
    then \(\quad \mathcal{L}(x):=\mathcal{L}(x) \cup\left\{\psi_{1}, \psi_{2}\right\}\).
\(\vee\)-rule: If \(\quad\) there is a node \(x\) with \(\psi_{1} \vee \psi_{2} \in \mathcal{L}(x)\) and \(\left\{\psi_{1}, \psi_{2}\right\} \cap \mathcal{L}(x)=\emptyset\),
    then \(\quad \mathcal{L}(x):=\mathcal{L}(x) \cup\left\{\psi_{i}\right\}\) for some \(i \in\{1,2\}\).
\(\diamond\)-rule: If \(\quad\) there is a node \(x\) with \(\langle i\rangle \psi \in \mathcal{L}(x)\) and \(x\) has no \(i\)-successor \(y\) with \(\psi \in \mathcal{L}(y)\),
    then create a new \(i\)-successor \(y\) of \(x\) with \(\mathcal{L}(y):=\{\psi\}\).
\(\square\)-rule: If there is a node \(x\) with \([i] \psi \in \mathcal{L}(x)\) and \(x\) has an \(i\)-successor \(y\) with \(\psi \notin \mathcal{L}(y)\),
    then \(\quad \mathcal{L}(y):=\mathcal{L}(y) \cup\{\psi\}\).
```

Figure 8. The expansion rules for $\mathbf{K}_{n}$.
Before discussing the properties of this algorithm, we would like to point out that the tableau
rule

$$
\begin{array}{cccc}
w:\langle i\rangle \varphi & w:[i] \psi_{1} & \cdots & w:[i] \psi_{n} \\
\hline v: \varphi & v: \psi_{1} & \cdots & v: \psi_{n}
\end{array}
$$

mentioned in Section 3.4 of this chapter corresponds, in our notation, to
If there is a node $x$ with $\left\{\langle i\rangle \varphi,[i] \psi_{1}, \ldots,[i] \psi_{n}\right\} \subseteq \mathcal{L}(x)$,
then create a new $i$-successor $y$ of $x$ with $\mathcal{L}(y):=\left\{\varphi, \psi_{1}, \ldots, \psi_{n}\right\}$.
The fact that our algorithm decides satisfiability of $\mathbf{K}_{n}$ formulae is an immediate consequence of the following lemma, for which we first need to define the semantics of completion trees. Let $\mathbf{T}$ be a completion tree, $\mathfrak{M}=\langle W, R, V\rangle$ a model, and $\pi$ a (total) mapping from the nodes of $\mathbf{T}$ to $W$. Then $\mathfrak{M}$ is said to satisfy $\mathbf{T}$ via $\pi$ if, for each node $x$ in $\mathbf{T}$,

1. for each $\psi \in \mathcal{L}(x)$, we have $\mathfrak{M}, \pi(x) \models \psi$ and
2. for each $i$ successor $y$ of $x$, we have $R_{i}(\pi(x), \pi(y))$.

LEMMA 18. Let $\phi$ be a $\mathbf{K}_{n}$ formula and $\mathbf{T}$ a completion tree generated by the tableau algorithm for $\phi$.

1 When applied to $\phi$, the tableau algorithm terminates.
2 If $\mathfrak{M}$ satisfies $\mathbf{T}$ via $\pi$ and one of the expansion rules is applicable to $\mathbf{T}$, then this rule can be applied in such a way that it yields a $\mathbf{T}^{\prime}$ satisfied by $\mathfrak{M}$ via $\pi$ or an extension of $\pi$.

3 If $\mathbf{T}$ is complete, then there exists a model $\mathfrak{M}$ and a mapping $\pi$ such that $\mathfrak{M}$ satisfies $\mathbf{T}$ via $\pi$ iff $\mathbf{T}$ is open.

Lemma 18.1 is due to the fact that (i) the breadth and depth of the completion tree are bounded linearly by the length of $\phi$, (ii) node labels are sets of subformulae of $\phi$, and (iii) the completion tree is built in a monotonic way, i.e., each rule strictly increases node labels or adds new nodes. Property (i) is due to the fact that there are at most $|\phi|$ diamond modalities in $\phi$ and that the maximal modal depth of formulae in node labels strictly decreases from a node to its ( $i$-)successors. Lemma 18.2 is an immediate consequence of the semantics of $\mathbf{K}_{n}$ and completion trees. For example, let the $\diamond$-rule be applicable to some $\mathbf{T}$ with $\langle i\rangle \psi \in \mathcal{L}(x)$, and let $\mathfrak{M}$ satisfy $\mathbf{T}$ via $\pi$. Hence $\mathfrak{M}, \pi(x) \models\langle i\rangle \psi$, and thus there exists some $w \in W$ with $R_{i}(\pi(x), w)$ and $\mathfrak{M}, w \models \psi$. As a consequence, we can extend $\pi$ to $\pi(y)=w$ for $y$ the newly introduced node, and $\mathfrak{M}$ satisfies the result of this rule application via (the extended) $\pi$. The "if" direction of Lemma 18.3 is easy since each open completion tree can be viewed as a model with $W$ the set of nodes, $x \in V(p)$ if $p \in \mathcal{L}(x)$, and $R_{i}(x, y)$ if $y$ is an $i$-successor of $x$. The only-if direction of Lemma 18.3 is trivial.
THEOREM 19. The $\mathbf{K}_{n}$ tableau algorithm decides $\mathbf{K}_{n}$ satisfiability and can be implemented in polynomial space.

As an immediate consequence of Lemma 18 and the fact that each model $\mathfrak{M}$ satisfying $\psi$ is one that satisfies the initial completion tree (and vice versa), we thus have the first point of Theorem 19. The second part follows from the following observations. As a consequence of (i) and (ii) in the proof sketch of Lemma 18.1, we can store each branch of a completion tree in space bounded polynomially in the length of $\psi$. Next, we observe that we can consider each branch independently, and thus we can build the completion tree in a depth first manner, keeping only a single branch in memory at each point in time. Finally, our $\vee$-rule is non-deterministic, but it is known how to transform a non-deterministic polynomial space algorithm into a deterministic one that also runs in polynomial space [172].

## Implementation Issues

Even this "simplest" modal logic $\mathbf{K}_{n}$ extends propositional logic, and thus the complexity is rather discouraging from an implementational perspective: we may have to consider a number of models (or completion trees) that is exponential in the size of the input formula. Moreover, because the completion tree is usually built in a depth first manner, with the $\wedge$ - and $\vee$-rules being exhaustively applied to a given node before creating any modal successors with the $\diamond$-rule, it is easy to find formulae with unsatisfiability "hidden" in the leaves of the tree for which a naive implementation will always exhibit pathological worst case behaviour. Consider, for example, the formula:

$$
\begin{equation*}
\phi=\left(p_{1} \vee q_{1}\right) \wedge \ldots \wedge\left(p_{n} \vee q_{n}\right) \wedge\langle i\rangle \psi \wedge[i] \neg \psi \tag{11}
\end{equation*}
$$

There are $2^{n}$ different ways in which the combination of the $\wedge$-and $\vee$-rules can be applied to a node whose label is initialised with $\{\phi\}$, but in each case subsequent applications of the $\diamond$ - and the $\square$-rules will eventually lead to a closed completion tree. A naive implementation of the trace technique with "chronological" backtracking search would consider all $2^{n}$ possible expansions before concluding that the input formula is unsatisfiable; this kind of unproductive backtracking search in often referred to as thrashing.

Fortunately, a wide range of optimisation techniques has been developed in order to improve the efficiency with which the algorithm explores the space of possible models [104, 103]. Although these optimisations may lead to a situation in which the worst case behaviour would actually be much worse than the theoretical worst case, empirical studies have shown that such optimised algorithms are very effective with typical formulae, i.e., formulae derived from applications. These techniques include normalisation and simplification, dependency directed backtracking, SAT based search techniques, simplification of node labels, heuristics and caching.
Normalisation and Simplification As usual, our description of the $\mathbf{K}_{n}$ tableau algorithm assumes that the input formula is in negation normal form (NNF); this simplifies the (description of the) algorithm, but it means that a completion tree will only be closed when a propositional variable and its negation occur in the same node label. For example, when testing the satisfiability of the formula $(p \wedge q) \wedge \neg(p \wedge q)$, the transformation into NNF would give $(p \wedge q) \wedge(\neg p \vee \neg q)$; in practise this means that, in spite of the "obvious" contradiction, backtracking search will be performed in order to determine that the formula is unsatisfiable.

For this reason, practical algorithms do not transform the input concept into NNF, but include a $\neg$-rule that performs a single (negation) normalisation step (e.g., applying the $\neg$-rule to $\neg(p \wedge$ $q) \in \mathcal{L}(x)$ would cause $\neg p \vee \neg q$ to be added to $\mathcal{L}(x)$ ), and a completion tree is closed if it contains a node $x$ with $\{\psi, \neg \psi\} \subseteq \mathcal{L}(x)$ for an arbitrary formula $\psi$. Moreover, in order to facilitate the detection of such closure conditions, the input formula is normalised and simplified so that logically equivalent formulae are more often syntactically equivalent. This is achieved by (recursively) applying a set of rewrite rules to the input formula, and by ordering conjuncts w.r.t. some total ordering. For example, we re-write $\vee$ and $\diamond$ formulae as negated $\wedge$ and $\square$ formulae, respectively; we remove redundant parentheses between conjunctions; we order conjuncts; and we simplify formulae using the following equivalences: $(\psi \wedge \psi) \leftrightarrow \psi, \neg \neg \psi \leftrightarrow \psi,(\psi \wedge \neg \psi \wedge$ $\rho) \leftrightarrow \neg \top,(\psi \wedge \top) \leftrightarrow \psi,(\psi \wedge \neg \top) \leftrightarrow \neg \top$, and $[i] \top \leftrightarrow \top$.

If the above transformations are applied to the formula $\phi$ from the above example (11), then $\langle i\rangle \psi$ would be rewritten as $\neg[i] \neg \psi, \neg[i] \neg \psi \wedge[i] \neg \psi$ would be rewritten as $\neg \top$ and $\left(p_{1} \vee q_{1}\right) \wedge$ $\ldots \wedge\left(p_{n} \vee q_{n}\right) \wedge \neg \top$ would be rewritten as $\neg \top$, a formula that is trivially unsatisfiable.

If $\psi_{1}$ was added to $\mathcal{L}(x)$ by the
$\wedge$-rule for $\psi_{1} \wedge \psi_{2} \in \mathcal{L}(x)$, then $\operatorname{dep}\left(\psi_{j}, x\right):=\operatorname{dep}\left(\psi_{1} \wedge \psi_{2}, x\right)$ for each $j \in\{1,2\}$
$\vee$-rule for $\psi_{1} \vee \psi_{2} \in \mathcal{L}(x)$, then $\operatorname{dep}\left(\psi_{j}, x\right):=\operatorname{dep}\left(\psi_{1} \vee \psi_{2}, x\right) \cup\{b\}$ for each $j \in\{1,2\}$
$\diamond$-rule for $\langle i\rangle \psi_{1} \in \mathcal{L}\left(x^{\prime}\right), \quad$ then $\operatorname{dep}\left(\psi_{1}, x\right):=\operatorname{dep}\left(\langle i\rangle \psi_{1}, x^{\prime}\right)$
$\square$-rule for $[i] \psi_{1} \in \mathcal{L}\left(x^{\prime}\right), \quad$ then $\operatorname{dep}\left(\psi_{1}, x\right):=\operatorname{dep}\left([i] \psi_{1}, x^{\prime}\right) \cup \operatorname{dep}\left(\langle i\rangle \psi_{2}, x^{\prime}\right)$
where $x$ was generated by the $\diamond$-rule for $\langle i\rangle \psi_{2} \in \mathcal{L}\left(x^{\prime}\right)$

Figure 9. Inductive definition of $\operatorname{dep}(\psi, x)$

Dependency Directed Backtracking As we saw in the above example (11), inherent unsatisfiability concealed in sub-formulae can lead to large amounts of unproductive backtracking search known as thrashing. Although the normalisation and simplification technique described above solved the problem for this example, this might not have been the case if the unsatisfiability caused by the modal sub-formulae had been slightly less trivial. Consider, e.g., the following, only slightly modified formula $\phi^{\prime}$ :

$$
\begin{equation*}
\phi^{\prime}=\left(p_{1} \vee q_{1}\right) \wedge \ldots \wedge\left(p_{n} \vee q_{n}\right) \wedge\langle i\rangle(\psi \wedge \rho) \wedge[i] \neg \psi . \tag{12}
\end{equation*}
$$

To avoid an exponential search in the case of $\phi^{\prime}$, a more sophisticated solution is required, and can be found by adapting a form of dependency directed backtracking called backjumping, which has also been used, e.g., in solving constraint satisfiability problems [19] and (in a slightly different form) in the HARP theorem prover [153].

Intuitively, backjumping works by labelling each formula $\psi$ in the label of a node $x$ with a dependency set $\operatorname{dep}(\psi, x)$ indicating the branching points (i.e., applications of the $\vee$-rule) on which it depends. In case the completion tree is closed because it contains some node $x$ with $\{\psi, \neg \psi\} \in \mathcal{L}(x)$, we use $\operatorname{dep}(\psi, x)$ and $\operatorname{dep}(\neg \psi, x)$ to identify the most recent branching point $b$ on which $\psi$ or $\neg \psi$ depends. The algorithm can then jump back to $b$ over intervening branching points without exploring any alternative branches (non-deterministic choices), and make a different non-deterministic choice which might not lead to the same closure condition being encountered. In case no such $b$ exists, the closure did not depend on any non-deterministic choice, and the algorithm stops.

To be more precise, a branching point is simply a non-negative integer $b$ indicating the $b$-th $\vee$-rule application in the run of the tableau algorithm. Initially, for $x_{0}$ the root node and $\phi$ the input formula, $\operatorname{dep}\left(\phi, x_{0}\right):=\emptyset$. The sets $\operatorname{dep}(\psi, x)$ are then defined inductively as shown in Figure 9. In this way, each formula in each node label is associated with a dependency set. If the completion tree is closed because it contains some node $x$ with $\{\psi, \neg \psi\} \in \mathcal{L}(x)$, the closure dependency set $S:=\operatorname{dep}(\psi, x) \cup \operatorname{dep}(\neg \psi, x)$, and the algorithm backtracks to the $b$-th $\vee$-rule application (or exits if $b=0$ ).

The procedure for expanding a completion tree $\mathbf{T}$ is given in Figure 10. For an input formula $\phi, \mathbf{T}$ is initialised to contain a single node $x_{0}$ with $\mathcal{L}\left(x_{0}\right)=\{\phi\}$ and $\operatorname{dep}\left(\phi, x_{0}\right):=\emptyset$; $\phi$ is satisfiable if $\operatorname{Satisfiable}(\mathbf{T}, 0)$ returns $\{-1\}$ and unsatisfiable otherwise. For example, when expanding the formula $\phi^{\prime}$ from 12 above, the $\wedge$-rule might first be applied exhaustively via recursive calls to Satisfiable, resulting in $\left\{p_{1} \vee q_{1}, \ldots, p_{n} \vee q_{n},\langle i\rangle(\psi \wedge \rho),[i] \neg \psi\right\} \subseteq \mathcal{L}\left(x_{0}\right)$ and $\operatorname{dep}\left(\psi_{j}, x_{0}\right)=\emptyset$ for each formula $\psi_{j} \in \mathcal{L}\left(x_{0}\right)$. These dependencies reflect the fact that, so far, no non-deterministic choices have been made. A top-down and "left to right" strategy might then cause Branch to be called $n$ times, with, for the $j$-th call, $b=j, f_{1}=p_{j}, f_{2}=q_{j}$ and
Procedure Satisfiable(T,b)
Procedure Satisfiable(T,b)
local $f$;
local $f$;
begin
begin
if for some node $x$ in $\mathbf{T},\{\psi, \neg \psi\} \in \mathcal{L}(x)$
if for some node $x$ in $\mathbf{T},\{\psi, \neg \psi\} \in \mathcal{L}(x)$
then
then
return $(\operatorname{dep}(\psi, x) \cup \operatorname{dep}(\neg \psi, x))$
return $(\operatorname{dep}(\psi, x) \cup \operatorname{dep}(\neg \psi, x))$
else if $\mathbf{T}$ is complete then
else if $\mathbf{T}$ is complete then
return $(\{-1\})$
return $(\{-1\})$
else
else
begin
begin
$f:=$ some unexpanded formula in node
$f:=$ some unexpanded formula in node
$x$ in $\mathbf{T}$
$x$ in $\mathbf{T}$
if $f$ is of the form $\psi_{1} \vee \psi_{2}$ then
if $f$ is of the form $\psi_{1} \vee \psi_{2}$ then
return $(\operatorname{Branch}(\mathbf{T}, b \quad+$
return $(\operatorname{Branch}(\mathbf{T}, b \quad+$
$\left.\left.1, x, \psi_{1}, \psi_{2}, \operatorname{dep}(f, x)\right)\right)$
$\left.\left.1, x, \psi_{1}, \psi_{2}, \operatorname{dep}(f, x)\right)\right)$
else
else
begin
begin
expand $f$ (as per Fig. 8 and 9)
expand $f$ (as per Fig. 8 and 9)
return(Satisfiable(T,b))
return(Satisfiable(T,b))
end
end
end
end
end
end

Figure 10. Procedure for tableau expansion with backjumping
$D=\emptyset$, so that $p_{1}, \ldots, p_{n}$ are added to $\mathcal{L}\left(x_{0}\right)$ with $\operatorname{dep}\left(p_{j}, x_{0}\right)=j$. Next, recursive calls to Satisfiable would expand: $\langle i\rangle(\psi \wedge \rho) \in \mathcal{L}\left(x_{0}\right)$, causing the generation of an $i$-successor $x_{1}$ of $x_{0}$ with $\mathcal{L}\left(x_{1}\right)=\{\psi \wedge \rho\}$ and $\operatorname{dep}\left(\psi \wedge \rho, x_{1}\right)=\emptyset ;[i] \neg \psi \in \mathcal{L}\left(x_{0}\right)$, causing $\neg \psi$ to be added to $\mathcal{L}\left(x_{1}\right)$, with $\operatorname{dep}\left(\neg \psi, x_{1}\right)=\emptyset$; and $\psi \wedge \rho \in \mathcal{L}\left(x_{1}\right)$, causing $\psi$ and $\rho$ to be added to $\mathcal{L}\left(x_{1}\right)$, with $\operatorname{dep}\left(\psi, x_{1}\right)=\operatorname{dep}\left(\rho, x_{1}\right)=\emptyset$. The completion tree would then be closed, as $\{\psi, \neg \psi\} \subseteq \mathcal{L}\left(x_{1}\right)$, and Satisfiable would return $\operatorname{dep}\left(\psi, x_{1}\right) \cup \operatorname{dep}\left(\neg \psi, x_{1}\right)=\emptyset$.

If we were using chronological backtracking, the recursion would return to the $n$-th branching point, i.e., the one where Branch was called with $b=n, f_{1}=p_{n}$ and $f_{2}=p_{n}$. T would be restored to its state prior to adding $p_{n}$ to $\mathcal{L}\left(x_{0}\right)$, and the rule would be applied again such that $q_{n}$ was added to $\mathcal{L}\left(x_{0}\right)$. Using backjumping, however, we return from Branch immediately because $b \notin S$. This is obviously true for all of the preceding branching points, so all calls to Branch will return without expanding the completion trees obtained by adding the various $q_{j}$ to $\mathcal{L}\left(x_{0}\right)$, and Satisfiable will eventually return $\emptyset$, allowing us to conclude that $\phi^{\prime}$ is unsatisfiable.
SAT Based Search Techniques Even with the addition of dependency directed backtracking, a naive implementation of the $\diamond$-rule is inherently inefficient as it can lead to the repetition of parts of the expansion. For example, given an input formula

$$
\begin{equation*}
\phi^{\prime \prime}=\left(\rho \vee \psi_{1}\right) \wedge \ldots \wedge\left(\rho \vee \psi_{n}\right), \tag{13}
\end{equation*}
$$

where $\psi_{1} \wedge \ldots \wedge \psi_{n}$ is satisfiable but $\rho$ is not, the procedure described above would lead to the construction of $n$ (possibly large) closed completion trees, each with $\rho \in \mathcal{L}\left(x_{0}\right)$, before a complete and open completion tree is constructed.

This problem can be avoided by using more sophisticated search techniques. One of best
known of these is the Davis-Putnam algorithm, originally designed for solving propositional satisfiability (SAT) problems [42]. The basic idea behind Davis-Putnam is that, instead of branching on unexpanded disjunctions, we branch on a formula $\psi$ such that $\psi$ occurs in an unexpanded disjunction in a node $x$ of the completion tree and $\{\psi, \neg \psi\} \cap \mathcal{L}(x)=\emptyset$; the algorithm then searches the two possible trees obtained by adding $\psi$ or $\neg \psi$ to $\mathcal{L}(x)$. This basic technique is usually enhanced with heuristics and simplification rules (which we will discuss in more detail below); in particular, we usually branch first on formulae that occur in many unexpanded disjunctions and, if $\{\psi \vee \rho, \neg \psi\} \subseteq \mathcal{L}(x)$, then $\psi \vee \rho$ is deterministically expanded by adding $\rho$ to $\mathcal{L}(x)$. It is easy to see that if this strategy is applied to $\phi^{\prime \prime}$ above, we would branch first on $\rho$ (as it occurs in $n$ unexpanded disjunctions), and at most one closed completion tree (if $\rho$ is tried first) would be constructed before finding a complete and open one.

This technique has been shown to be very effective with formulae generated at random using generators adapted from those used to generate SAT problems [87, 114]. Such problems typically include a relatively small number of propositional variables (so there is likely to be significant repetition of the sub-formulae occurring in disjunctions), and have a very low modal depth (so the importance of propositional reasoning is emphasised); this is because large numbers of propositional variables and/or a high modal depth would result in almost all problems of reasonable size being trivially satisfiable. Formulae from applications, however, typically do not exhibit these characteristics, and Davis-Putnam is much less effective-in fact it can even be counter-productive if the negated formulae that Davis-Putnam introduces are large and/or complex [103].

An alternative technique used in [56] is to enhance the standard chronological backtracking method with a no-good list for each node, i.e., a set of formulae, each of which has already been shown to lead to a closed completion tree when it is added to the node label by an application of $\vee$-rule. Formulae in the no-good list are not considered when applying the $\vee$-rule. Using this technique with $\phi^{\prime \prime}$ above, $\rho$ would be added to the no-good list after the first application of the $\vee$-rule leads to a closed completion tree. In subsequent applications of the $V$-rule, $\rho$ would not be considered, and $\psi_{j}$ would always be selected. This technique has the advantage that wasted search is avoided without adding negated formulae that could themselves lead to additional (possibly non-deterministic) expansion.

Note that, when using these (and other) optimisations in addition to backjumping, care must be taken to ensure that all dependencies are being taken into consideration. For example, when using a no-good list to restrict the possible choices made by the $V$-rule, it is important to also consider the dependencies associated with the relevant formulae in the no-good list.
Simplification of Node Labels As well as the standard tableau expansion rules described in Figure 8, additional inference rules can be applied to the formulae occurring in a node label, usually with the objective of simplifying them and reducing the number of $\vee$-rule applications. The most commonly used simplification, often called Boolean Constraint Propagation (BCP) [74], is again derived from SAT solvers, where it is usually used in conjunction with the DavisPutnam procedure. The basic idea is to identify a disjunction $\psi_{1} \vee \ldots \vee \psi_{n} \in \mathcal{L}(x)$ such that the negations of all but one of the $\psi_{j}$ are already elements of $\mathcal{L}(x)$; when this is the case, the formula can be deterministically expanded by adding the relevant $\psi_{j}$ to $\mathcal{L}(x)$. This amounts to applying the following inference rule

$$
\frac{\neg \psi_{1}, \ldots, \neg \psi_{n}, \psi_{1} \vee \ldots \vee \psi_{n} \vee \psi}{\psi}
$$

to the formulae in a node label, which is a restricted variant of hyper resolution, see 3.1.

As we have already seen, when $\neg \rho$ is added to $\mathcal{L}\left(x_{0}\right)$ during the expansion of $\phi^{\prime \prime}$ above, the BCP rule can be applied to all the remaining $\phi \vee \psi_{j}$ formulae, leading to a complete and open completion tree without any further applications of the $\vee$-rule. Note that, as with the more sophisticated search techniques described above, careful consideration needs to be given to the dependencies of formulae added by such inference rules if they are to be used together with backjumping.
Heuristics As mentioned in Section 4.1, one advantage of the non-deterministic formulation of the $\vee$-rule is that an algorithm can try to choose a "good" order in which to try the different possible expansions. In practise, this usually means using heuristics to select the way in which the $\vee$-rule is applied to the disjunctions in a node label, and the order in which the successor nodes created by $\diamond$-rule applications are expanded; in either case, a heuristic function is used to compute the relative "goodness" of candidate formulae/nodes.

When using the Davis-Putnam technique, the well known MOMS heuristic [74] is often used to select the formulae on which to branch; it tries to select formulae that will maximise the effect of BCP and so minimise the number of non-deterministic choices needed in order to complete the completion tree [103]. There is little evidence, however, that (a suitably adapted form of) this heuristic is effective with modal formulae, and even some evidence to suggest that interference with the backjumping optimisation makes it counter productive [103].

An alternative heuristic, whose design was prompted by this observation, tries to maximise the effect of backjumping by preferentially selecting formulae with low valued dependencies [103, 99]. This heuristic has the added advantage that it can also be used to select the order in which successor nodes are expanded.
Caching When using the top-down construction strategy, all information from predecessors is added to a node label before it is processed. This means that, when a given node has been fully expanded (i.e., the expansion rules have been exhaustively applied to it), a successor node $y$ with $\mathcal{L}(y)=\left\{\psi_{1}, \ldots, \psi_{n}\right\}$ can be treated as an independent problem, equivalent to testing the satisfiability of $\psi_{1} \wedge \ldots \wedge \psi_{n}$.

A completion tree may contain many such nodes, and the labels of nodes tend to be quite similar, particularly as the labels of $i$-successors of a node $x$ each contain the same formulae resulting from $\square$-rule applications to $[i] \psi$-formulae in $\mathcal{L}(x)$. For some formulae, this may result in the same sub-problem being solved again and again. In order to avoid this, it is possible to cache and re-use the results of such sub-problems. The usual technique is to use a hash table to store the satisfiability status of node labels (i.e., sets of formulae treated as a conjunction). Before applying any expansion rules to a new node $x$, the cache is interrogated to determine if the satisfiability status of $\mathcal{L}(x)$ is already known. If it is known, then the result can be used without further expansion, i.e., $\mathcal{L}(x)$ can be treated as though it were either $\{\perp\}$ (for unsatisfiable) or $\{T\}$ (for satisfiable). If the satisfiability status of $\mathcal{L}(x)$ is not known, then $\mathcal{L}(x)$ is added to the cache, and its status set to satisfiable if a complete and open completion tree rooted in $x$ can be constructed, and to unsatisfiable otherwise.

Since the satisfiability of a set of formulae $L$ implies the satisfiability of each subset of $L$, and the unsatisfiability of a set of formulae $L$ implies the unsatisfiability of each superset of $L$, this basic idea can be extended to check for satisfiable supersets of $\mathcal{L}(x)$ and unsatisfiable subsets of $\mathcal{L}(x)$. However, this requires a considerably more sophisticated data structure if cache operations are to be efficient [100, 86].

Apart from the problem of the storage required for the cache, another more subtle disadvantage of caching is that, in the case where the cache returns "unsatisfiable" for $\mathcal{L}(x)$, there is no information about the cause of the unsatisfiability that can be used to derive the dependency
information required for backjumping. Backjumping can still be performed by combining the dependency sets of all of the formulae in $\mathcal{L}(x)$, but this is likely to overestimate the set of branching points on which the unsatisfiability depends.

Another useful form of caching is a technique known as model merging [103, 91]. The idea here is to prove the satisfiability of a node label $\mathcal{L}(x)$ by showing that open and complete completion trees for $L_{1}, \ldots, L_{k}$ with $L_{1} \cup \ldots \cup L_{k}=\mathcal{L}(x)$ can be combined into an open and complete completion tree for $\mathcal{L}(x)$ by simply "gluing" their root nodes together. This is possible if there are no "interactions" between the various completion trees, e.g., if there are no $j, k$ such that either $\psi \in L_{j}$ and $\neg \psi \in L_{k}$ or $\langle i\rangle \psi \in L_{j}$ and $[i] \rho \in L_{k}$ for some $i, \psi$ and $\rho$. Thus model merging involves (a) cashing satisfiable sets of formulae that occur as root labels of open and complete completion trees, and (b) trying to prove the satisfiability of some $\mathcal{L}(x)$ by finding cached sets $L_{j}$ that do not interact in the above sense.

### 4.3 Transitive modalities and $\mathbf{K} \mathbf{4}_{n}$

The main problem one has to overcome when modifying the $\mathbf{K}_{n}$ tableau algorithm presented in Section 4.2 to $\mathbf{K} 4_{n}$ is termination. Please recall that the $\mathbf{K}_{n}$ tableau algorithm terminates "automatically" since it builds a tree of bounded depth and breadth in a monotonic way. As we will see, this is not the case for $\mathbf{K} 4_{n}$. Consider, e.g., the $\mathbf{K} 4_{n}$ formula $\langle i\rangle \psi \wedge[i]\langle i\rangle \psi$. A $\mathbf{K} 4_{n}$ tableau algorithm would start with a root node $x_{0}$ labelled with this formula, then apply the $\wedge$-rule, and then generate an $i$-successor $x_{1}$. Next, the $\diamond$-rule would be applicable and it would add $\langle i\rangle \psi$ to $\mathcal{L}\left(x_{1}\right)$. Thus the $\diamond$-rule would generate an $i$-successor $x_{2}$ of $x_{1}$. At his point, the difference between $K_{n}$ and $K 4_{n}$ becomes apparent: in $\mathbf{K} 4_{n}$ models, $R_{i}$ has to be transive, and thus $x_{2}$ should be $i$-accessible from $x_{0}$, i.e., $\langle i\rangle \psi$ would also need to be true in (the world represented by) $x_{2}$. Hence, we would need a (new) rule that adds $\langle i\rangle \psi$ to $\mathcal{L}\left(x_{2}\right)$. However, this would trigger the applicability of the $\diamond$-rule, which would generate an $i$-successor $x_{3}$ of $x_{2}$. Now we can use $R_{i}$ 's transitivity again to argue that $\langle i\rangle \psi$ needs to be added to $\mathcal{L}\left(x_{3}\right)$, and continue the whole pattern to construct an infinite $i$-chain. Thus the tableau algorithm would not terminate: in contrast to the $\mathbf{K}_{n}$ tableau algorithm, the maximal modal depth of formulae in node labels no longer decreases from a node to its successors.

To regain termination, we observe that, creating this infinite path, we keep repeating the same actions. More precisely, the node labels of the nodes $x_{1}, x_{2}, \ldots$ are all identical. In the following, we show how we can prevent this "looping" using a cycle detection mechanism called "blocking". Intuitively, after the creation of $x_{2}$ and the application of the $\square$-rule, we could have noticed that $\mathcal{L}\left(x_{2}\right)=\{\psi,\langle i\rangle \psi\}=\mathcal{L}\left(x_{1}\right)$, and decided to not apply the $\diamond$-rule to $x_{2}$ because (i) we would continue repeating ourselves and (ii) it is not necessary since $\mathcal{L}\left(x_{1}\right)=\mathcal{L}\left(x_{2}\right)$ implies that we can use (the world represented by) $x_{1}$ for the world represented by $x_{2}$. The latter means that we can build a model $\mathfrak{M}$ with $\left(x_{1}, x_{1}\right) \in R_{i}$ in which $\mathfrak{M}, x_{1} \models \psi$ and, from the semantics, $\mathfrak{M}, x_{1} \models\langle i\rangle \psi$.

The other problem we have to overcome is how we are going to take care of $R_{i}$ 's transitivity. Consider an $i$-successor $y$ of a node $x$. Now if $y$ has in turn an $i$-successor $z$, then this situation represents a model in which $(x, z) \in R_{i}$, i.e., $z$ "should" also be an $i$-successor of $x$. That is, if $[i] \psi \in \mathcal{L}(x)$, then $\psi$ should be in $\mathcal{L}(z)$. One possible way to achieve this would be to give up on working on completion trees, and instead work on graphs where we would add the additional $i$-edge between $x$ and $z$. For implementation purposes, however, trees are clearly advantagous, and thus we choose to employ an alternative technique: the same effect as adding the additional $i$-edge between $x$ and $z$ can be obtained by adding $[i] \psi$ to $\mathcal{L}(y)$ for each $[i] \psi \in \mathcal{L}(x)$. This will
be realized in a modified $\square$-rule.
Now we formalise this in our tableau algorithm. First, we define the notion of a blocked node. We use ancestors and offsprings in the usual way; a node $x$ is directly blocked if it has an ancestor $x^{\prime}$ with $\mathcal{L}(x) \subseteq \mathcal{L}\left(x^{\prime}\right)$; a node is blocked if it is directly blocked or if it has an ancestor that is directly blocked. Next, we take this notion into account in the $K 4_{n}$ expansion rules, which are given in Figure 11. Compared to the $\mathbf{K}_{n}$ expansion rules, these expansion rules only apply to nodes that are not blocked (however, $\square$-rule can add formulae to the label of a directly blocked node), and the $\square-$ rule "pushes" box formulae in the way discussed above.

```
^-rule: If there is a node }x\mathrm{ that is not blocked with }\mp@subsup{\psi}{1}{}\wedge\mp@subsup{\psi}{2}{}\in\mathcal{L}(x)\mathrm{ and {}\mp@subsup{\psi}{1}{},\mp@subsup{\psi}{2}{}}\not\subseteq\mathcal{L}(x)\mathrm{ ,
    then }\mathcal{L}(x):=\mathcal{L}(x)\cup{\mp@subsup{\psi}{1}{},\mp@subsup{\psi}{2}{}}
V-rule: If there is a node }x\mathrm{ that is not blocked with }\mp@subsup{\psi}{1}{}\vee\mp@subsup{\psi}{2}{}\in\mathcal{L}(x)\mathrm{ and {}\mp@subsup{\psi}{1}{},\mp@subsup{\psi}{2}{}}\cap\mathcal{L}(x)=\emptyset\mathrm{ ,
    then }\mathcal{L}(x):=\mathcal{L}(x)\cup{\mp@subsup{\psi}{i}{}}\mathrm{ for some }i\in{1,2}
\diamond \text { -rule: If there is a node } x \text { that is not blocked with } \langle i \rangle \psi \in \mathcal { L } ( x ) \text { and } x \text { has no i-successor } y
        with }\psi\in\mathcal{L}(y)
    then create a new i-successor }y\mathrm{ of }x\mathrm{ with }\mathcal{L}(y):={\psi}
\square-rule: If there is a node }x\mathrm{ that is not blocked with [i] }\in\in\mathcal{L}(x)\mathrm{ and }x\mathrm{ has an i-successor }
        with }\psi\not\in\mathcal{L}(y)\mathrm{ ,
    then }\mathcal{L}(y):=\mathcal{L}(y)\cup{\psi,[i]\psi}
```

Figure 11. The expansion rules for $\mathrm{K} \mathbf{4}_{n}$.
To convince ourselves that this algorithm indeed decides satisfiability of $\mathbf{K} \mathbf{4}_{n}$ formulae, we sketch the same technical lemma as for $\mathbf{K}_{n}$.

LEMMA 20. Let $\psi$ be $a \mathbf{K} \mathbf{4}_{n}$ formula and $\mathbf{T}$ a completion tree generated by the tableau algorithm for $\psi$.

1. When applied to $\psi$, the tableau algorithm terminates.
2. If $\mathfrak{M}$ satisfies $\mathbf{T}$ via $\pi$ and one of the expansion rules is applicable to $\mathbf{T}$, then this rule can be applied in such a way that it yields a $\mathbf{T}^{\prime}$ satisfied by $\mathfrak{M}$ via (possibly an extension of) $\pi$.
3. If $\mathbf{T}$ is complete, then there exists a model $\mathfrak{M}$ and a mapping $\pi$ such that $\mathfrak{M}$ satisfies $\mathbf{T}$ via $\pi$ iff $\mathbf{T}$ is open.

Again, we only sketch the proof. Termination is due to the same three observations as in the sketch of Lemma 18, but the reason for the bound of the depth of the tree is more involved (and the bound is now quadratic). Consider three nodes $x, y$, and $z$ where $y$ is an $i$-successor of $x$ and $z$ a $j$-successor of $y$. If $i \neq j$, then the maximal modal depth of formulae in the label of $z$ is strictly smaller than the one in the label of $y$. If $i=j$, then either $\mathcal{L}(z) \subseteq \mathcal{L}(y)$ or $y$ was generated for a different different diamond formula in $\mathcal{L}(x)$ than $z$ in $\mathcal{L}(y)$. In the former case, $z$ is blocked. The latter case can only occur linearly often in the length of the input formula. As a consequence, paths in the completion tree are of length at most quadratic in the length of the input formula. Lemma 20 (ii) is similar to the $\mathbf{K}_{n}$ case, but we have to exploit the transitivity of $R_{i}$ to explain why pushing $[i] \psi$ from a node to its $i$-successor preserves $\mathfrak{M}$ being a model via $\pi$. Finally, the construction of a model from an open, complete completion tree in Lemma 20 (iii) is slightly modified: firstly, only un-blocked nodes represent worlds in the model. Secondly, we also add $\left(x, y^{\prime}\right)$ to $R_{i}$ if $x$ has an $i$-successor $y$ which is blocked and $y^{\prime}$ is an ancestor of $y$ with
$\mathcal{L}(y) \subseteq \mathcal{L}\left(y^{\prime}\right)$. Thirdly, we extend $R_{i}$ so that it is transitively closed, i.e., if $\{(x, y),(y, z)\} \subseteq R_{i}$, then we also have $(x, z) \in R_{i}$.

The same reasons as for $\mathbf{K}_{n}$ then yield the following theorem.
THEOREM 21. The $\mathbf{K} \mathbf{4}_{n}$ tableau algorithm decides $\mathbf{K} \mathbf{4}_{n}$ satisfiability and can be implemented in polynomial space.

## Implementation Issues

As we have seen, the main difference between the tableau algorithms for $K_{n}$ and $K 4_{n}$ is the introduction of blocking. In fact the blocking condition described above, which specifies a subset relationship between the labels of blocked and blocking nodes, is already optimised w.r.t. the one originally described in [93], which specified label equality. The subset condition means that blocking can occur sooner, thus avoiding possibly costly expansion.

Consider, for example, a node $x$ labelled as follows:

$$
\begin{equation*}
\mathcal{L}(x)=\{\rho, \psi,\langle i\rangle \psi,[i]\langle i\rangle \psi\}, \tag{14}
\end{equation*}
$$

With subset blocking, an $i$-successor $y$ of $x$ with $\mathcal{L}(y)=\{\psi,\langle i\rangle \psi,[i]\langle i\rangle \psi\}$ would be blocked by $x$; with equality blocking, a block would not be established until an $i$-successor $z$ of $y$ is constructed, with $\mathcal{L}(z)=\mathcal{L}(y)$. This may lead to significant additional work if $\psi$ is itself a large and/or complex formula.

Apart from blocking, the algorithm is very similar to the $\mathbf{K}_{n}$ case, and most of the optimisation techniques described in Section 4.2 can be applied without modification. Blocking does, however, mean that additional care is required when caching and re-using the satisfiability of a set of formulae, because the satisfiability of the set of formulae in the label of a blocked node is contingent on the satisfiability of the set of formulae in the label of the blocking node [103]. This dependency also extends to the satisfiability of the sets of formulae in the labels of any nodes on the path between the blocking node and the blocked node.

Consider, for example, a node $x$ labelled as in 14 above, where $\psi$ is unsatisfiable. As we have seen, an application of the $\diamond$-rule to $\langle i\rangle \psi \in \mathcal{L}(x)$, followed by applications of the $\square$ rule to $[i]\langle i\rangle \psi \in \mathcal{L}(x)$, would lead to the creation of an $i$-successor $y$ of $x$ with $\mathcal{L}(y)=$ $\{\psi,\langle i\rangle \psi,[i]\langle i\rangle \psi\}$, and no expansion rule would be applicable to $y$ as it would be blocked by $x$. Updating the cache to indicate that the set of formulae $\mathcal{L}(y)$ is satisfiable would, however, clearly be an error, as $\psi$ is unsatisfiable.

### 4.4 Non-logical axioms and background theories

Now that we have understood how to handle transitivity in $\mathbf{K} 4_{n}$, understanding how to handle background theories is easy. Consider the satisfiability of a formula $\phi$ w.r.t. the background theory $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{n}\right\}$, and remember that the nodes of our completion tree represent worlds of the model we are trying to build, which has to be a common model of $\phi$ and $\Gamma$. Moreover, $\psi \in \mathcal{L}(x)$ stands for the fact that $\psi$ is true in the world (represented by) $x$. As before, at least one node (the root node) will carry $\phi$ in its label. Additionally, we will make sure that all nodes will carry each $\gamma_{i}$ in their label. As a consequence, we will have a similar problem with termination as we have seen for $\mathrm{K} 4_{n}$, i.e., the maximal modal depth of formulae in node labels does no longer decrease from a node to its successor. Fortunately, we can use the same blocking technique as for $\mathbf{K 4} 4_{n}$ : a node $x$ is directly blocked if it has an ancestor $x^{\prime}$ with $\mathcal{L}(x) \subseteq \mathcal{L}\left(x^{\prime}\right)$, and it is blocked if it is directly blocked or if it has an ancestor that is directly blocked. The expansion rules for
$\mathbf{K}_{n}$ w.r.t. background theories are given in Figure 12: they contain the $\mathbf{K}_{n} \square-$ rule, an additional $\Gamma$-rule that adds $\Gamma$ to each node label, and the $\mathbf{K} 4_{n}$ restriction to blocked nodes. We call the resulting algorithm the extended $\mathbf{K}_{n}$ tableau algorithm.

```
^-rule: If there is a node }x\mathrm{ that is not blocked with }\mp@subsup{\psi}{1}{}\wedge\mp@subsup{\psi}{2}{}\in\mathcal{L}(x)\mathrm{ and {}\mp@subsup{\psi}{1}{},\mp@subsup{\psi}{2}{}}\not\subseteq\mathcal{L}(x)\mathrm{ ,
    then }\mathcal{L}(x):=\mathcal{L}(x)\cup{\mp@subsup{\psi}{1}{},\mp@subsup{\psi}{2}{}}
\checkmark - \text { -rule: If there is a node } x \text { that is not blocked with } \psi _ { 1 } \vee \psi _ { 2 } \in \mathcal { L } ( x ) \text { and \{} \psi _ { 1 } , \psi _ { 2 } \} \cap \mathcal { L } ( x ) = \emptyset \text { ,}
    then }\mathcal{L}(x):=\mathcal{L}(x)\cup{\mp@subsup{\psi}{i}{}}\mathrm{ for some i}\in{1,2}
\diamond \text { -rule: If there is a node } x \text { that is not blocked with } \langle i \rangle \psi \in \mathcal { L } ( x ) \text { and } x \text { has no } i \text { -successor } y
    with}\psi\in\mathcal{L}(y)
    then create a new i-successor }y\mathrm{ of }x\mathrm{ with }\mathcal{L}(y):={\psi}
\square-rule: If there is a node }x\mathrm{ that is not blocked with [i] 
    with }\psi\not\in\mathcal{L}(y)\mathrm{ ,
    then }\mathcal{L}(y):=\mathcal{L}(y)\cup{\psi}
\Gamma-rule: If there is a node }x\mathrm{ that is not blocked with }\Gamma\not\subseteq\mathcal{L}(x)\mathrm{ ,
    then }\mathcal{L}(x):=\mathcal{L}(x)\cup\Gamma
```

Figure 12. The expansion rules for $\mathbf{K}_{n}$ with background theories.
We can state and prove an analogous technical lemma as for $\mathbf{K}_{n}$ and $\mathbf{K} \boldsymbol{4}_{n}$, and then use the same reasons to conclude the following theorem.
THEOREM 22. The extended $\mathbf{K}_{n}$ tableau algorithm decides satisfiability w.r.t background theories.

However, in contrast, we no longer can implement our tableau algorithm in polynomial space: firstly, it is known that satisfiability of $\mathbf{K}_{n}$ formulae w.r.t. background theories is ExpTimecomplete (we can adapt the proofs in [68, 162]). Secondly, we can easily construct a formula and a background theory such that each of their model contains a path of length exponential in the input formulae: we can use propositional variables $p_{1}, \ldots, p_{\ell}$ as a "binary counter" for numbers between 0 and $2^{\ell}-1$, and non-logical axioms to enforce that, if the $p_{i}$ at a world $w$ represent a number $k$, then the $p_{i}$ at a world $w^{\prime}$ with $\left(w, w^{\prime}\right) \in R_{i}$ represent the number $k+1$ $\bmod \ell$. Thirdly, in the worst case, our algorithm indeed constructs completion trees that are of depth exponential in the length of the input formulae: for $\mathbf{K} 4_{n}$, we could argue that the maximal modal depth decreases from a node to a $j$-successor of its $i$-successor (if $i \neq j$ ). For $\mathbf{K}_{n}$ with background theories, this is no longer true. As a consequence of this exponential length and the non-deterministic $\vee$-rule, our tableau algorithm runs, in the worst case, in non-deterministic double exponential time-which is clearly sub-optimal. In [56], an optimal tableau algorithm for (the description logic) variant of $\mathbf{K}_{n}$ with background theories was presented; however, to the best of our knowledge, this algorithm has never been implemented, whereas the sub-optimal one described here has proven to work surprisingly well in practice [159, 90].

## Implementation Issues

One obvious consequence of the above algorithm is that expansion of the formulae in $\Gamma$ occurs in every node in the completion tree, and this can easily lead to an explosion in the size of the completion tree or in the number of different possible completion trees that can be (nondeterministically) constructed for a given input formula. For example, if $\Gamma=\left\{\langle i\rangle \psi_{1}, \ldots,\langle i\rangle \psi_{n}\right\}$, a completion tree containing $n n!+1$ nodes will be constructed. Similarly, if $\gamma \in \Gamma$, with
$\gamma=\left(\left(p_{1} \vee q_{1}\right) \wedge \ldots \wedge\left(p_{n} \vee q_{n}\right)\right)$, and the input formula leads to the construction of a completion tree containing $k$ nodes, then there are $2^{k n}$ different ways to apply the $\wedge$ - and $\vee$-rules to the resulting $k$ copies of $\gamma$. This explosion in the size of the search space can easily lead to a catastrophic degradation in performance, even when optimisations such as backjumping and caching are employed [102].

Fortunately, optimisations known as lazy unfolding and absorption have proved to be very effective in reducing the size of the search space, particularly for background theories derived, e.g., from class based knowledge representation formalisms.

Lazy Unfolding In background theories, formulae are often (restricted to be) of the form $p \rightarrow \psi$ or $p \leftrightarrow \psi$ for some propositional variable $p$. A theory

$$
\Gamma=\left\{p_{1} \leftrightarrow \psi_{1}, \ldots, p_{\ell} \leftrightarrow \psi_{\ell}, p_{\ell+1} \rightarrow \psi_{\ell+1}, \ldots, p_{\ell+m} \rightarrow \psi_{\ell+m}\right\}
$$

is said to be unfoldable, if it satisfies the following conditions.

- Formulae in $\Gamma$ are unique. I.e., for each propositional variable $p, \Gamma$ contains at most one formula of the form $p \leftrightarrow \psi$ (i.e., $p_{i} \neq p_{j}$ for $1 \leqslant i<j \leqslant \ell$ ), and if it contains a formula of the form $p \leftrightarrow \psi$, then it does not contain any formulae of the form $p \rightarrow \psi$. (Note that an arbitrary set of formulae $\left\{p \rightarrow \psi_{1}, \ldots, p \rightarrow \psi_{n}\right\}$ can be combined into a single formula $\left.p \rightarrow\left(\psi_{1} \wedge \ldots \wedge \psi_{n}\right).\right)$
- $\Gamma$ is acyclic. I.e., there is no formula $p_{i} \leftrightarrow \psi_{i} \in \Gamma$ such that $p_{i}$ occurs either directly or indirectly in $\psi_{i}{ }^{3}$ A propositional variable $p$ occurs indirectly in a formula $\psi$ if there is a propositional variable formula $p^{\prime}$ such that $p^{\prime}$ occurs directly in $\psi$, and there is a formula $p^{\prime} \leftrightarrow \psi^{\prime} \in \Gamma$ such that $p$ occurs either directly or indirectly in $\psi^{\prime}$.

Instead of being dealt with using the $\Gamma$-rule, such a set of formulae can be lazily unfolded during the tableau expansion. I.e., for a formula $p_{1} \rightarrow \psi_{1} \in \Gamma$, if $p_{i}$ is added to $\mathcal{L}(x)$ for some node $x$, then $\psi_{i}$ is also added to $\mathcal{L}(x)$, and for a formula $p_{j} \leftrightarrow \psi_{j} \in \Gamma$, if $p_{j}\left(\neg p_{j}\right)$ is added to $\mathcal{L}(x)$ for some node $x$, then $\psi_{j}$ (resp. $\neg \psi_{j}$ ) is also added to $\mathcal{L}(x)$.

It is obvious that an arbitrary background theory $\Gamma$ can be divided into an unfoldable part $\Gamma_{u}$ and a general part $\Gamma_{g}$ such that $\Gamma_{u} \cup \Gamma_{g}=\Gamma$ and $\Gamma_{u} \cap \Gamma_{g}=\emptyset$. The unfoldable part $\Gamma_{u}$ can then be dealt with using lazy unfolding while the general part $\Gamma_{g}$ is dealt with using the $\Gamma$-rule.

In fact it has been shown that the definition of an unfoldable theory can be extended somewhat while still allowing the use of the above lazy unfolding technique. In particular, the formulae occurring on the left hand side of (bi-) implications can also be negated propositional variables, and the acyclicity condition can be relaxed by distinguishing positive and negative occurrences of propositional variables in a stratified theory [109, 132].
Absorption Given the effectiveness of lazy unfolding in dealing with the unfoldable part of a background theory $\Gamma$, it makes sense to try to rewrite the formulae in $\Gamma$ so that the size of $\Gamma_{g}$ can be reduced. Absorption is just such a rewriting optimisation.

The idea behind absorption derives from the observation that (apparently non-unfoldable) formulae in $\Gamma_{g}$ are often of the form $p \wedge \rho \rightarrow \psi$. This formula can be rewritten as $p \rightarrow(\psi \vee \neg \rho)$, which allows it to be moved from $\Gamma_{g}$ to $\Gamma_{u}$, provided that $\Gamma_{u}$ does not already contain a formula of the form $p \leftrightarrow \psi^{\prime}$. In case $\Gamma_{u}$ does contain such a formula, then the technique can be extended by using the formulae in $\Gamma_{u}$ to perform further rewriting. E.g., if $p \leftrightarrow \psi_{i} \in \Gamma_{u}$ and $p \rightarrow \psi_{j} \in \Gamma_{g}$, then the second formula can be rewritten as $\psi_{i} \rightarrow \psi_{j}$ and, if $\psi_{i}$ is of the form $q \wedge \psi_{i}^{\prime}$, the formula

[^2]can be further rewritten as $q \rightarrow \psi_{j} \vee \neg \psi_{i}^{\prime}$. A more detailed description of the various re-writings used in absorption can be found in [109].

### 4.5 Converse modalities

So far, our tableau algorithms only use expansions rules that are either local to a single node, create new successors, or push formulae from a node label into the label of a successor. The objective of this section is to discuss a tableau algorithm for $\mathbf{K}_{n}^{\smile}$, i.e., $\mathbf{K}_{n}$ with converse modalities. It is well-known that satisfiability in $\mathbf{K}_{n}^{\breve{u}}$ can be polynomially reduced to the satisfiability of $\mathbf{K}_{n}$ w.r.t. background theories [43]. However, from an implementation perspective, this approach is not feasible since it leads to a dramatic performance degradation, and we thus present a direct algorithm.

As mentioned in Section 2, $\mathbf{K}_{n}^{\hookrightarrow}$ requires reasoning in both ways over relations $R_{i}$. For our tableau algorithm, this will simply mean that we push formulae up and down in a completion tree. To realize this, we define the notion of an $i$-neighbour, which requires a few other concepts: firstly, to avoid numerous case distinction, we introduce a function $\mathrm{Cv}(\cdot)$ on modal parameters as follows: ${ }^{4} \mathrm{Cv}(i)=i^{\smile}$ and $\mathrm{Cv}\left(i^{\smile}\right)=i$. Next, we consider completion trees where each edge is labelled with a possibly converse modal parameter $i$ or $i^{\smile}$. Finally, for $\alpha$ a (possibly converse) modal parameter, we call a node $y$ an $\alpha$-neighbour of a node $x$ if $y$ is an $\alpha$-successor of $x$ or if $x$ is a $\mathrm{Cv}(\alpha)$-successor of $y$. The expansion rules for $\mathbf{K}_{n}^{\succ}$ are identical to those for $\mathbf{K}_{n}$, with the only difference being that the $\square$ - and the $\diamond$-rules now consider $\alpha$-neighbours instead of $\alpha$-successors (but the $\diamond$-rule still generates an $\alpha$-successor if no appropriate $\alpha$-neighbour is available); they can be found in Figure 13.

```
\(\wedge\)-rule: If there is a node \(x\) with \(\psi_{1} \wedge \psi_{2} \in \mathcal{L}(x)\) and \(\left\{\psi_{1}, \psi_{2}\right\} \nsubseteq \mathcal{L}(x)\),
    then \(\mathcal{L}(x):=\mathcal{L}(x) \cup\left\{\psi_{1}, \psi_{2}\right\}\).
    \(\vee\)-rule: If there is a node \(x\) with \(\psi_{1} \vee \psi_{2} \in \mathcal{L}(x)\) and \(\left\{\psi_{1}, \psi_{2}\right\} \cap \mathcal{L}(x)=\emptyset\),
    then \(\quad \mathcal{L}(x):=\mathcal{L}(x) \cup\left\{\psi_{i}\right\}\) for some \(i \in\{1,2\}\).
\(\diamond\)-rule: If \(\quad\) there is a node \(x\) with \(\langle\alpha\rangle \psi \in \mathcal{L}(x)\) and \(x\) has no \(\alpha\)-neighbour \(y\) with \(\psi \in \mathcal{L}(y)\),
        then create a new \(\alpha\)-successor \(y\) of \(x\) with \(\mathcal{L}(y):=\{\psi\}\).
\(\square\)-rule: If there is a node \(x\) with \([\alpha] \psi \in \mathcal{L}(x)\) and \(x\) has an \(\alpha\)-neighbour \(y\) with \(\psi \notin \mathcal{L}(y)\),
    then \(\mathcal{L}(y):=\mathcal{L}(y) \cup\{\psi\}\).
```

Figure 13. The expansion rules for $\mathbf{K}_{n}^{\smile}$.
We can state and prove an analogous technical lemma as for $\mathbf{K}_{n}$, and then use similar reasons to conclude the first part of following theorem.
THEOREM 23. The $\mathbf{K}_{n}^{\smile}$ tableau algorithm decides $\mathbf{K}_{n}$ satisfiability and can be implemented in polynomial space.

To implement the $\mathbf{K}_{n}^{\hookrightarrow}$ tableau algorithm in polynomial space, we can use the following "restart" technique: for each node $x$, we first apply the $\wedge$ - and the $\vee$-rule exhaustively. ${ }^{5}$ Next, if a formula is added to $\mathcal{L}(x)$ by the $\square$-rule for some $[\alpha] \psi$ in a $\operatorname{Cv}(\alpha)$-successor of $x$, then we disregard the whole sub-tree below $x$ and re-start its construction from scratch. As a consequence of this "strategy", all branches of a completion tree are independent, and we can still construct a completion tree depth first.

[^3]
## Implementation Issues

Although the restart technique can be used to enable $\mathbf{K}_{n}$ completion trees to be constructed using a depth first strategy, the technique is not used in practice as rebuilding discarded parts of the completion tree can be very costly (and space usage is rarely a problem in practice). Without this technique, however, extra care is required when using some of the optimisation techniques described above.

Without the depth first strategy, the satisfiability of (the formula represented by) the label of a node $x$ can no longer be treated as an independent problem, because the results of expanding $x$ might affect its predecessor (unless $x$ is the root node). This means that, although we can reuse cached unsatisfiability results from the cache as before, we must either disregard satisfiable results, or use more sophisticated caching techniques (e.g., storing additional information that would allow us to check for possible interactions with the predecessor node) [103].

Computation of the dependencies used in backjumping is also made more difficult by the loss of the depth first strategy. In particular we need to consider the dependency set of the $\langle i\rangle$ formula in $x$ that led to the generation of an $i$-successor $y$ in order to compute $\operatorname{dep}(\psi, y)$ when $\psi$ is added to $\mathcal{L}(y)$ as a result of a $\square$-rule application to a formula $[i] \psi \in \mathcal{L}(x)$. With depth first expansion, this is usually accomplished by combining $\diamond$-rule applications with all relevant $\square$-rule applications. Without depth first expansion, this is usually achieved by extending the labelling of either nodes or edges with the dependency set of the $\diamond$-formula that caused them to be added to the completion tree.

Finally, without the depth first strategy it is necessary, in general, to save the state of the whole completion tree at each $\vee$-rule application (as mentioned above, the depth first strategy allows state saving and restoring to be restricted to a single node label). This problem can be ameliorated by using a lazy state saving strategy, where node labels are only saved when they are about to be extended by some rule application.

### 4.6 Converse modalities and background theories

In the last sections, we have seen how to extend the basic $\mathbf{K}_{n}$ tableau algorithm to a decision procedure for $K 4_{n}$, for $\mathbf{K}_{n}$ with background theories, and for $\mathbf{K}_{n}^{\smile}$. For the first two extensions, we discussed a technique to "artificially" ensure termination while preserving soundness and completeness. For the third extension, we introduced the concept of neighbours and modified the expansion rules as to work up and down the completion tree. In this section, we will put these techniques and concepts together-and show that their combination requires a further adjustment.

To be more precise, in this section, we discuss a tableau algorithm for $\mathbf{K}_{n}^{\smile}$ with background theories, i.e., converse modal parameters can occur both in the input formula and in the formulae of the background theory. Next, we discuss the expansion rules, which are given in Figure 14. Clearly, in the presence of converse modal parameters, we use the notion of $\alpha$-neighbours. Similarly, in the presence of background theories, we use the $\Gamma$-rule, and we use blocking to ensure termination. However, the combination of background theories with converse modal parameters requires two modifications. Consider an $i$-successor $y$ of $x$ with $\left[i^{\smile}\right] \psi \in \mathcal{L}(y)$, and assume that $y$ is blocked and $x$ is not blocked. Hence there is some node $y^{\prime}$ with $\mathcal{L}(y) \subseteq \mathcal{L}\left(y^{\prime}\right)$. In case the tableau algorithm stops with an open, complete completion tree, we will try to construct a model $\mathfrak{M}$ from this tree, and we will have $\left(x, y^{\prime}\right) \in R_{i}$. Now $\mathcal{L}(y) \subseteq \mathcal{L}\left(y^{\prime}\right)$ implies that $\left[i^{\smile}\right] \psi \in \mathcal{L}\left(y^{\prime}\right)$, and we thus have to show that $\mathfrak{M}, x \models \psi$. However, if we would not apply the $\square$-rule to $y$
because $y$ is blocked, we might not find $\psi \in \mathcal{L}(x)$, and thus our construction might fail. This observations leads to the first modification:

1. we call a node indirectly blocked if it is blocked, and if its predecessor is blocked as well. Then we apply all but the $\diamond$-rule to nodes that are not indirectly blocked.

In our example case, $y$ was indirectly blocked, and thus the $\square$-rule would add $\psi$ into $\mathcal{L}(x)$. Next, consider some $\left[i^{\smile}\right] \psi^{\prime} \in \mathcal{L}\left(y^{\prime}\right) \backslash \mathcal{L}(y)$. The same reasons as for $\left[i^{\smile}\right] \psi$ imply that we should find $\psi^{\prime} \in \mathcal{L}(x)$-which we would not since our blocking condition only requires $\mathcal{L}(y) \subseteq \mathcal{L}\left(y^{\prime}\right)$. This observation leads to the second modification:
2. a node $x$ is directly blocked if it has an ancestor $x^{\prime}$ with $\mathcal{L}\left(x^{\prime}\right)=\mathcal{L}(x)$.

For obvious reasons, we refer to the former blocking condition as subset blocking, and to this new condition as equality blocking. Please note that, in this setting, it is unavoidable that blocking is "dynamic", that is, a blocked node can later become not blocked. In contrast, with a certain strategy for the order of rule applications, this can be avoided in the $\mathbf{K}_{n}$ case.

```
\(\wedge\)-rule: If there is a node \(x\) that is not indirectly blocked with \(\psi_{1} \wedge \psi_{2} \in \mathcal{L}(x)\)
        and \(\left\{\psi_{1}, \psi_{2}\right\} \nsubseteq \mathcal{L}(x)\),
    then \(\quad \mathcal{L}(x):=\mathcal{L}(x) \cup\left\{\psi_{1}, \psi_{2}\right\}\).
\(\vee\)-rule: If there is a node \(x\) that is not indirectly blocked with \(\psi_{1} \vee \psi_{2} \in \mathcal{L}(x)\)
        and \(\left\{\psi_{1}, \psi_{2}\right\} \cap \mathcal{L}(x)=\emptyset\),
    then \(\mathcal{L}(x):=\mathcal{L}(x) \cup\left\{\psi_{i}\right\}\) for some \(i \in\{1,2\}\).
\(\diamond\)-rule: If there is a node \(x\) that is not blocked with \(\langle\alpha\rangle \psi \in \mathcal{L}(x)\) and \(x\) has no \(\alpha\)-neighbour \(y\)
        with \(\psi \in \mathcal{L}(y)\),
    then create a new \(\alpha\)-successor \(y\) of \(x\) with \(\mathcal{L}(y):=\{\psi\}\).
\(\square\)-rule: If there is a node \(x\) that is not indirectly blocked with \([\alpha] \psi \in \mathcal{L}(x)\) and
        \(x\) has an \(\alpha\)-neighbour \(y\) with \(\psi \notin \mathcal{L}(y)\),
    then \(\mathcal{L}(y):=\mathcal{L}(y) \cup\{\psi\}\).
\(\Gamma\)-rule: If there is a node \(x\) that is not indirectly blocked with \(\Gamma \nsubseteq \mathcal{L}(x)\),
    then \(\quad \mathcal{L}(x):=\mathcal{L}(x) \cup \Gamma\).
```

Figure 14. The expansion rules for $\mathbf{K}_{n}^{\smile}$ with background theories.

### 4.7 Other extensions (counting, nominals, transitive closure, and fixpoints)

In this section, we discuss two other extensions of our tableau algorithms. Firstly, we discuss $\mathbf{K}_{n}^{\succ, o}$, the extension of $\mathbf{K}_{n}^{\smile}$ with background theories and nominals. Secondly, we discuss $\mathbf{K}_{n}^{c}$, the extension of $\mathbf{K}_{n}$ with graded modalities, and also how to ensure termination in the additional presence of background theories. Finally, we discuss modal logics with a transitive closure operator and fixpoints.

## Further add nominals to $\mathbf{K}_{n}$ with background theories

$\mathbf{K}_{n}^{\smile, o}$ with background theories is of interest because it lacks the tree models property and because it requires another form of non-local reasoning. The former point was already discussed in Section 2. To see the latter point, consider the formula $\langle i\rangle(p \wedge\langle\ell\rangle o) \wedge\langle j\rangle o \wedge$ $[j]\left[\ell^{\wedge}\right]\langle i\rangle(p \wedge\langle\ell\rangle o) \wedge\langle j\rangle\left(o \wedge\left[\ell^{\smile}\right] q\right)$. The first three conjuncts imply the existence of an infinite
(possibly cyclic) $R_{i}$-path $w_{1}, w_{2}, \ldots$ such that the world in which $o$ is true is $\ell$-accessible from each $w_{k}$. The fourth conjunct implies that, in all $w_{k}, q$ is true-however, this is only "detected" when the $\diamond$-rule is applied to the fourth conjunct.

To handle, additionally, nominals, we can further modify our extended $\mathbf{K}_{n}^{\smile}$ tableau algorithm as follows. Firstly, we give up completion trees. More precisly, if $o_{1}, \ldots, o_{\ell}$ are all nominals occurring in $\phi$ and $\Gamma$, we start our tableau with $\ell+1$ root nodes $x_{i}$, where $\mathcal{L}\left(x_{0}\right)=\{\phi\}$ and $\mathcal{L}\left(x_{i}\right)=\left\{o_{i}\right\}$, for each $1 \leq i \leq \ell$. Then, whenever we find a nominal $o_{i}$ in a node $x \neq x_{i}$, we merge $x$ into $x_{i}$; that is, we merge $x$ and $x_{i}$ 's labels and incoming and outgoing edges. As a consequence of this merging, we will possibly find several edges going into a nominal node $x_{i}$; however, removing these edges clearly yields a forest structure. Correctness is then straightforward, and termination is due to the fact that (a) each path starting at some $x_{j}$ is of bounded length because of blocking, and (b) if a successor node was created for some $\diamond i \psi \in$ $\mathcal{L}(x)$, then we will not create it "again", even if $x$ was merged into another node. For details, see [5, 106].

## Further add graded modalities to $\mathbf{K}_{n}$

In this section, we will discuss, on a rather abstract level, what modifications are necessary to handle graded modalities $\langle i\rangle_{n} \phi$ and $[i]_{n} \phi$; for a more detailed description, see [108, 101].

Firstly, following our previous approach, it is quite obvious that, when we find $\langle i\rangle_{n} \psi \in \mathcal{L}(x)$, we should make sure that we find $n+1 i$-successors $y_{j}$ of $x$ with $\psi \in \mathcal{L}\left(y_{j}\right)$. Usually, when we do not find them, we create them all in a single step. Similarly, if we find $[i]_{n} \psi \in \mathcal{L}(x)$, we must make sure that we do not find more than $n i$-successors $y_{j}$ of $x$ with $\psi \in \mathcal{L}\left(y_{j}\right)$. Thus, if there are more such $i$-successors, we merge two of them, say $y_{j}$ and $y_{k}$, i.e., we merge $y_{k}$ 's node label and outgoing edges into $y_{j}$ 's and remove $y_{k}$, thus reducing the number of such $i$-successors by one.

Secondly, in the presence of contradicting graded modalities $\langle i\rangle_{n} \psi$ and $[i]_{n^{\prime}} \psi^{\prime}$ with $\psi \rightarrow \psi^{\prime}$ and $n^{\prime} \leq n$ in the label of a node $x$, the above naive approach would lead to the repeated generation and merging of $i$-successors of $x$, and thus to non-termination. To prevent this "yoyo"effect, when introducing $n+1 i$-successors for some $\langle i\rangle_{n} \psi \in \mathcal{L}(x)$, we use an explicit inequality relation between these $i$-successors, do not merge "explicitly unequal" nodes, and extend the notion of a clash to also cover the case where $[i]_{n} \psi \in \mathcal{L}(x)$ but $x$ has more than $n$ "explicitly unequal" $i$-successors with $\psi$ in their label.

Thirdly, these modification yield a terminating yet unsound decision procedure: consider, for example, the formula $[i]_{1} p \wedge[i]_{1} \neg p \wedge\langle i\rangle_{2} q$. With the modifications made so far, our tableau algorithm would generate three (explicitly unequal) $i$-successors $y_{j}$ of a root node $x_{0}$ with $q \in$ $\mathcal{L}\left(y_{j}\right)$, stop, and return "satisfiable", which is clearly the wrong answer. The reason for this incorrect answer is that we only merge surplus $i$-successors for some $[i]_{n} \psi$ if we already know that they must satisfy $\psi$, i.e., if $\psi$ is found in their label. However, as the previous example shows, this is not enough: if $[i]_{n} \psi \in \mathcal{L}(x)$, we must determine, for each $i$-successor $y_{j}$, whether it does or does not satisfy $\psi$. We can do this using an additional, non-deterministic choose-rule that adds, to each such $i$-successor, either $\psi$ or the negation normal form of $\neg \psi$.

For $\mathbf{K}_{n}$, these modifications lead to a decision procedure for satisfiability, even in the presence of either background theories or converse modalities (where we only have to take care to count and merge $i$-neighbours correctly). However, for $\mathbf{K}_{n}^{\smile}$ with background theories, we need a further modification, namely one to the blocking condition: otherwise, the algorithm is not correct (see, e.g., the example in [105]). Since this logic lacks the finite model property, a construction
of a model from a completion tree uses standard unravelling where, instead of a path going to a blocked node, it goes to the node blocking it. Now, in the presence of graded modalities, we must make sure that this does not lead to additional $i$-accessible worlds which thus would violate some graded modal formulae. Roughly speaking, we ensure this using double blocking, i.e., instead of a node being blocked by an ancestor, a node and its predecessor is blocked by an ancestor and its respective predecessor. For details, see [105, 108].

## Implementation Issues

As we have seen, the tableau algorithm $\mathbf{K}_{n}$ requires a more complex blocking condition in order to ensure that a completion tree can be unravelled into an infinite tableau. This can adversely affect performance, because blocks can take (much) longer to establish, and the completion tree can thus grow (much) larger. The problem can be ameliorated by using a more precise (weaker) blocking condition that identifies the cases where double blocking is really needed (i.e., where a cyclical model cannot be built from a branch of the completion tree blocked using the original single blocking condition), and compares only those parts of the node label pairs that are relevant to determining if the completion tree could be unravelled to give an infinite tableau [107].

## Transitive Closure and Fixpoints

There are various extension of modal logics with transitive closure operators and general fixpoints, see Chapter ??. However, there are only few "practicable" satisfiability algorithms in the sense that one could dare to implement them and expect a reasonable behaviour in any non-trivial case. ${ }^{6}$ To the best of our knowledge, there are only two such algorithms based on tableau, namely the ones described in $[11,45]$ for extensions of $\mathbf{K}_{n}$ with transitive closure, and there has only been a single attempt at an implementation, namely in the system DLP [159]. For this kind of extensions, automata-based techniques (see 5.1) seem to be suited best: for example, the only known decision procedure for the $\mu$-calculus is based on automata, see ??.

## 5 OTHER COMPUTATIONAL APPROACHES

### 5.1 Automata-based algorithms

Roughly speaking, automata-based algorithms work as follows. To decide the satisfiability of a logic $\mathcal{L}$, we first show an appropriate tree-model property for $\mathcal{L}$, i.e., prove that each satisfiable $\mathcal{L}$ formula is satisfiable in a model (or an abstraction of a model) whose relational structure forms a tree. For example, it is well-known that each satisfiable $\mathbf{K}_{n}$ formula is satisfiable in a tree model which is, additionally, finite [93]. For other logics, e.g., K4 ${ }_{n}$, we can easily show that each satisfiable formula has a model with an infinite tree abstraction, where we can obtain a model from such an abstraction by transitively closing the accessibility relations [93]. Secondly, for an $\mathcal{L}$ formula $\phi$, we define an automaton $\mathcal{A}_{\phi}$ such that $\mathcal{A}_{\phi}$ accepts all tree models of $\phi$ (or abstractions thereof). Depending on the logic and its model properties, we use automata on finite or on infinite trees. Thus we have reduced the satisfiability of formulae in $\mathcal{L}$ to the emptiness problem of a certain class of automata, and we can use well-known algorithms to decide these emptiness problems.

[^4]For a variety of logics, this approach has several of advantages. Consider, for example, $\mathbf{K}_{n}$ with background theories. It can easily be seen that this logic enjoys the tree model property, and thus we only need to devise the construction of an automaton $\mathcal{A}_{\phi}$. Using alternating automata, this construction is quite straightforward and yields, surprisingly, a (worst-case) optimal decision procedure (for a similar construction for a more powerful logic see, e.g., [188]): the automaton $\mathcal{A}_{\phi}$ is of size polynomial in the input tree, and testing its emptiness can be done in deterministic exponential time [128]. Thus, in contrast to the tableau algorithm described in Section 4.4, we effortlessly obtain a deterministic algorithm, and do not even need to take care of termination or finite models: using automata on infinite trees makes this unnecessary.

Concerning the implementability of automata-based approaches, we observe that their worstcase complexity often coincides with their best-case complexity: to decide the emptiness of alternating automata, we first translate them into non-deterministic ones that are then tested for emptiness, i.e., we first build a structure of exponential size, for which we then decide emptiness in polynomial time [128]. In case we directly use non-deterministic automata, they tend to be of size exponential in the size of the input formula, and we are thus confronted with the same problem. Thus, any naive implementation is doomed to failure. However, there are at least two ways out: in [158], it was shown how BDDs can be used to efficiently represent and handle large automata, thus proving that (variations of) automata-based algorithms can be implemented efficiently using appropriate data structures. In [12], it was shown how an automata-based approach can be transformed mechanically into a tableau-based decision procedure: as a consequence, we only need to "hand-craft" the automata-based algorithm, and then get both a (possibly optimal) worst-case upper bound and a (possibly practicable) tableau-based algorithm for free.

### 5.2 Modal resolution

In the late 1980s and early 1990s various direct resolution methods for modal logics have been investigated [1, 10, 33, 46, 59, 61, 72, 79, 126, 139, 140]. According to [139] a resolution method for a logic $L$ is determined by specifying (i) a class of formulae called clauses, (ii) a reduction method which allows us to transform any formula of $L$ into a finite set of clauses, (iii) a calculus consisting of a set of resolution rules for deriving clauses (and possibly redundancy elimination and simplification rules), and (iv) a derivation process which starts from an initial set of clauses and constructs a sequence of derivable clauses. One can then define a modal resolution method to be a resolution method in which clauses are formulae of the modal logic $L$ under consideration. This definition excludes methods which do not use a clausal form from the outset, e.g. destructive modal resolution [72], or methods which use auxiliary labels, e.g. prefixed resolution [6] and labelled modal resolution [7]. Methods which use additional modal operators like the resolution calculus for temporal logics of knowledge presented in [54] can be considered to be borderline cases.

In the following we focus on the modal resolution method of [59] but follow the presentation in the survey paper [64], where a more complete overview of various direct resolution methods and other methods can be found.

A modal formula of $\mathbf{K}$ is in disjunctive normal form iff it is a (possibly empty) disjunction of the form $\bigvee L_{i} \vee \bigvee \square D_{j} \vee \bigvee \diamond A_{k}$ where each $L_{i}$ is a propositional literal, each $D_{j}$ is a modal formula in disjunctive normal form, and each $A_{k}$ is a modal formula in conjunctive normal form. A modal formula is in conjunctive normal form iff it is a conjunction $\bigwedge D_{l}$ where each $D_{l}$ is a modal formula in disjunctive normal form. A formula in disjunctive normal form is also called a (modal) clause. Any modal formula $\varphi$ can be transformed into an equivalent formula in

| Axioms |  |  |  |  |  |  |
| :--- | :---: | :--- | :--- | :---: | :---: | :---: |
| axiom1: | $p, \neg p \Rightarrow \perp$ | axiom2: | $\perp, A \Rightarrow \perp$ |  |  |  |
| Resolution rules |  |  |  |  |  |  |
| V-rule1: | $A \vee D, B \vee D^{\prime} \Rightarrow C \vee D \vee D^{\prime}$ | if $A, B \Rightarrow C$ |  |  |  |  |
| V-rule2: | $A \vee C \Rightarrow B \vee C$ | if $A \Rightarrow B$ |  |  |  |  |
| $\diamond$-rule1: | $\diamond(A, B, N) \Rightarrow \diamond(A, B, C, N)$ if $A, B \Rightarrow C$ |  |  |  |  |  |
| $\diamond$-rule2: | $\diamond(A, N) \Rightarrow \diamond(B, A, N)$ | if $A \Rightarrow B$ |  |  |  |  |
| K-rule1: | $\square A, \diamond(B, N) \Rightarrow \diamond(B, C, N)$ | if $A, B \Rightarrow C$ |  |  |  |  |
| K-rule2: | $\square A, \square B \Rightarrow \square C$ | if $A, B \Rightarrow C$ |  |  |  |  |
| $\square$-rule: | $\square A \Rightarrow \square B$ | if $A \Rightarrow B$ |  |  |  |  |
| Simplification rules |  |  |  |  |  |  |
| $\vee$-simp1: | $\perp \vee D \rightarrow D$ | $\diamond$-simp: | $\diamond \perp \rightarrow \perp$ |  |  |  |
| V-simp2: $\quad A \vee A \vee D \rightarrow A \vee D$ | $\wedge$-simp: | $\perp, N \rightarrow \perp$ |  |  |  |  |

Figure 15. Modal resolution rules of [59] for $\mathbf{K}$. (The symbols $A, B, C, D, D^{\prime}$ denote clauses, $N$ denotes a set of clauses, and $(A, N)$ denotes the union of $\{A\}$ and $N$. No distinction is made between a set $N$ of clauses and the conjunction of its elements.)
conjunctive normal form $\operatorname{cnf}(\varphi)$. In the following, we do not distinguish between a conjunction of clauses and a set of clauses.

The calculus $C_{\mathbf{K}}$ of [59] is given by the set of axioms, resolution rules, and simplification rules shown in Figure 15. The intended meaning of $A, B \Rightarrow C$ and $A \Rightarrow C$ is that the conjunction of the formulae on the left-hand side of $\Rightarrow$ implies the formula on its right-hand side. In contrast, the meaning of $A, B \rightarrow C$ is that occurrences of $A$ and $B$ in a conjunction can be simplified to, that is, replaced by, $C$. Analogously, $A \rightarrow C$, means that occurrences of $A$ can be replaced by $C$. Every formula $A$ has a unique normal form $\operatorname{nf}(A)$ under the simplification rules of Figure 15 (modulo commutativity and associativity of $\vee$ and $\wedge$ ).

Various extensions of $\mathbf{K}$ have been considered, including extensions by the axiom schemas $\mathbf{D}$, $\mathbf{T}$, and 4. For each of these axiom schemas the calculus $C_{\mathbf{K}}$ needs to be extended with additional rules: for $\mathbf{D}$ with $\square \perp \Rightarrow \perp$, for $\mathbf{T}$ with $\square A, B \Rightarrow C$ if $A, B \Rightarrow C$, while for $\mathbf{4}$ with the two rules $\square A, \square B \Rightarrow \square C$ if $\square A, B \Rightarrow C$ and $\square A, \diamond(B, N) \Rightarrow \diamond(B, C, N)$ if $\square A, B \Rightarrow C$. We denote the calculi obtained by adding these rules to $C_{\mathbf{K}}$ by $C_{\mathbf{K D}}, C_{\mathbf{K T}}$, and $C_{\mathbf{K 4}}$, respectively.

Let $L$ be one of K, KD, KT, K4. Given sets of clauses $N$ and $(C, N)$ we say $(C, N)$ can be derived in one step from $N$ in $C_{L}$ iff either there are clauses $A$ and $B$ in $N$ such that $A, B \Rightarrow C^{\prime}$ in $C_{L}$ or there is a clause $A$ in $N$ such that $A \Rightarrow C^{\prime}$ in $C_{L}$, and $C=\operatorname{nf}\left(C^{\prime}\right)$ in $C_{L}$. A derivation of $N^{\prime}$ from $N$ in $C_{L}$ is a sequence $N=N_{0}, N_{1}, \ldots, N_{n}=N^{\prime}$ such that for every $i, 0 \leq i<n$, $N_{i+1}$ can be derived from $N_{i}$ in one step. A refutation of $N$ in $C_{L}$ is a derivation of $\perp$ from $N$ in $C_{L}$. If a refutation of $N$ exists, then $N$ is $C_{L}$-refutable.

In [59] it is shown that a modal formula $\varphi$ is valid in $L$ iff $\operatorname{cnf}(\neg \varphi)$ is $C_{L}$-refutable. This soundness and completeness result is shown in [10] to also hold for a number of refinements of this modal resolution method and the extension by subsumption deletion.

So far, little work seems to have been conducted on devising specialised and efficient data structures and algorithms for modal resolution methods. Due to the extra structural information that modal formulae carry, which is reflected in the more complicated clausal form, the data structures and algorithms developed for efficient propositional and first-order resolution provers
cannot be utilised easily to implement modal resolution methods.

### 5.3 Sequent-based approaches

Sequent calculi were introduced by Gentzen [80] as a tool for studying natural deduction. The central property of sequent calculi is cut elimination which usually yields consistency as an easy corollary. The first sequent calculi and cut elimination results for modal logics have been established in the early fifties [39], see [89] for further historic references.

A sequent is a structure of the form $\Gamma \vdash \Delta$, where $\Gamma$ and $\Delta$ are (finite) lists, multisets, or sets of formulae; $\Delta$ is also quite often restricted to be a singleton set or the empty set. A sequent calculus for a logic $L$ consists of two parts: (i) a finite set of axioms, (ii) a finite set of rules of the form $\frac{S_{1}}{S}$ or $\frac{S_{1} S_{2}}{S}$ with conclusion $S$ and premises $S_{1}$ and $S_{2}$, where $S, S_{1}$, and $S_{2}$ denote sequents. The rules can usually be divided into two major groups: logical rules, which introduce a new logical formula either on the left or on the right of the turnstile $\vdash$, and structural rules, which operate on the structure of the sequents. Of particular interest, both from a proof-theoretical and a computational point of view is the cut rule, a rule of the form

$$
\frac{\Gamma_{1} \vdash \Delta_{1}, A \quad A, \Gamma_{2} \vdash \Delta_{2}}{\Gamma_{1}, \Gamma_{2} \vdash \Delta_{1}, \Delta_{2}}
$$

where, in general, $A$ is an arbitrary formula, called the cut formula. A sequent calculus proof of a goal sequent $S$ is a tree whose nodes are labelled with sequents, such that (i) the root of the tree is labelled with $S$, (ii) each leaf node is an instance of an axiom of the calculus, and (iii) each sequent labelling a non-leaf node $n$ follows by one of the rules of the calculus from the sequents labelling the children of $n$. This notion of a proof does not prescribe a particular approach to the construction of the proof of a sequent $S$. However, it is quite natural to proceed by backward reasoning, that is, to start with a tree consisting only of the root node labelled with $S$ and to apply rules from bottom to top, taking the sequent labelling a node of the tree to be the conclusion of a rule and adding children to the tree labelled with the premises of the rule. The construction is complete if all the current leaf nodes are labelled with instances of axioms. In contrast, in forward reasoning one would start with one or more leaf nodes labelled with instances of axioms and build the tree toward its root node labelled with $S$. This approach is basically taken in the inverse method, see Section 5.4. For further details on sequent calculi see Chapter ?? and Chapter ??

From a computational point of view, sequent calculi pose several challenges and also provide insights that can help to improve systems based on tableau calculi or the inverse method.

First, the cut rule is problematic for backward reasoning, since we can choose an arbitrary formula to be the cut formula. We can try to show that we can restrict ourselves to cut formulae which are subformulae of formulae in the goal sequent $S$ while retaining completeness of the calculus. The result would be a calculus with analytic cut. However, from a practical point of view, while for analytic cuts we can only choose finitely many different cut formulae, the search space may still be too large. Alternatively, one can try to show that for any sequent $S$ there exists a proof without any application of the cut rule. In such a case, we can omit the cut rule from the calculus and obtain a cut-free sequent calculus. While for some modal logics it is rather straightforward to devise cut-free sequent calculi, for others it is much more challenging, for example, for $\mathbf{S 5}[30,151,152]$, and for some it is an open problem, for example, for PDL and converse PDL [127]. We are also not aware of cut-free systems for modal logics with the common knowledge operator.

Second, in the presence of the axiom schema 4, systems based on sequent calculi face the same non-termination problems as systems based on tableau calculi. Recall from Chapter ?? one of the additional rules required for K 4 ,

$$
\frac{\square Y_{1}, \ldots, \square Y_{m}, Y_{1}, \ldots, Y_{m}, A \vdash \diamond Z_{1}, \ldots, \diamond Z_{n}, Z_{1}, \ldots, Z_{n}}{\Gamma, \square Y_{1}, \ldots, \square Y_{m}, \diamond A \vdash \diamond Z_{1}, \ldots, \diamond Z_{n}, \Delta}
$$

where $\Gamma$ and $\Delta$ are sequences of formulae not containing a $\square$-formula and $\diamond$-formula, respectively. Here, the premise is not necessarily 'simpler' than the conclusion which can lead to situations in which this rule can be applied infinitely many times when using backward reasoning. To ensure termination a form of loop-check has to be used, that is, a check which detects whenever the 'same' sequent occurs twice on a branch of a proof. If in turn we would like to formulate the rules of our calculus in such a way that the applicability of rules does not depend on information about the whole branch of a proof or even the whole proof, additional history information has to accompany each sequent in a proof. What minimal history information for loop-checks is necessary to ensure termination on a variety of modal logics, including KT and S4, is investigated in $[96,98]$. These results transfer directly to tableau calculi.

Finally, sequent-based systems face the same problems as tableau-based systems when trying to prove formulae involving disjunctions on the left or conjunctions on the right of the turnstile. Naturally, similar solutions as presented in Section 4, in particular, simplification and forms of intelligent backtracking, have also been considered in the context of sequent-based systems, most notably in the work of [25, 96, 97].

### 5.4 Inverse method

The inverse method is a variant of the sequent calculus [51, 135] which carries its name because it works from sub-goals to goals, whereas standard sequent-based approaches work in the other direction. For example, if it has already been proven that $\phi$ is false and $\psi$ is true, then the inverse method will deduce from this that $\phi \rightarrow \psi$ is true. For this kind of forward reasoning to work, we need to be able to focus on an acceptably small set of axioms, and an acceptably small set of goals and sub-goals. For many modal logics, we can restrict our attention to such 'acceptably small' sets of formulae since they enjoy the sub-formula property, i.e. every valid formula $\phi$ has a derivation in which only (negated or unnegated) sub-formulae of $\phi$ occur [51]. Calculi for modal logics using the inverse method have been developed in [139, 140, 190]. The inverse method has been shown to be suitable for efficient modal logic theorem proving and is amenable to optimisations [190].

Interestingly, the inverse method is closely related to automata-based approaches [13]. More precisely, the algorithm that decides emptiness of automata (the problem to which satisfiability of a variety of modal logics can be reduced, see Section 5.1) can be viewed as being a notational variant of the inverse method. Both start with propositional axioms (in the automata emptiness test, these correspond to unreachable states), and saturate these axioms using basically the same deduction rules. As a consequence, it should be possible to translate a variety of automata-based decision procedures into the inverse method, thus obtaining an efficient implementation (or a good starting point for its implementation) basically for free.

## 6 OTHER REASONING PROBLEMS

In this chapter, we have focused on one specific reasoning problem, satisfiability or, dually, validity. There are, however, other interesting reasoning problems for modal logics that are useful for certain applications. We will discuss some of them in this section and we refer the reader to Section 5 of Chapter ?? for reasoning problems that are motivated by applications of description logics.

### 6.1 Model checking

Model checking is the problem of deciding whether $\mathfrak{M}, w \models \varphi$ for a given Kripke structure $\mathfrak{M}$, a world $w$, and a modal formula $\varphi$. It is used for system verification, e.g. to verify a piece of softor hardware, as follows:

- $\mathfrak{M}$ represents the system: worlds are viewed as states the systems can be in,
- modal parameters represent actions which take the system from one state into another (or several others),
- $w$ is some initial state, and
- $\varphi$ is a temporal logic formula describing a desired behaviour of the system.

Whereas satisfiability algorithms have to reason w.r.t. all structures (possibly from a given class), model checking is concerned with a single structure, and thus quite different: model checking is often less complex than satisfiability, and there are industrial strength implementations of model checking algorithms capable of handling large systems and formulae from rather expressive logics. We refer the interested reader to Chapter ?? and [34, 35].

### 6.2 Proof checking

Proof checking is the problem of deciding whether a given derivation $P$ is a proof of a given formula $\varphi$, commonly with respect to a fixed calculus $C$ for a logic $L$. It requires a language in which we are able to formalise derivations. The formalisation of a derivation may simply be a sequence or a tree-structure of formulae, but may also contain additional information about which and how inference rules of the calculus $C$ have been used in each step of the derivation.

The motivation for proof checking is the fact that advanced theorem proving systems are rarely verified. Thus, like any other piece of software they invariably include errors which can lead the system to provide incorrect answers, including, providing an incorrect proof $P$ for a given formula $\varphi$. Simplifying theorem proving systems to an extend that would allow their verification in all likelihood results in systems which are too slow to be useful. However, such system may still be sufficiently powerful to check the correctness of a given derivation $P$. Thus, a natural approach is to use a highly optimised but unverified system to find a proof $P$ for a given formula $\varphi$ which is then independently checked for correctness by a slower, verified system.

Proof checking has received considerable attention in the context of higher-order logic [155, 195] and is taken seriously in the context of first-order logic [136]. However, we are not aware of any work in this direction in the context of modal logics, although the problem of incorrect theorem provers also exists in this field. Note that in the context of the translation approach we can rely on first-order proof checkers augmented with a verified program for translating modal formulae into first-order clause sets.

Even more complex is the problem of verifying the non-existence of a proof. For the modal logics we have considered in this chapter we would also expect decision procedures to correctly determine in finite time that a given formula $\varphi$ has no proof. A justification for this can be given by a model or representation of a model $\mathfrak{M}$ for $\neg \varphi$, produced by the decision procedure. A verified model checker could then be used to independently verify that $\mathfrak{M}$ is indeed a model of $\neg \varphi$.

### 6.3 Computing correspondences

Recall from Chapter ?? the notion of a modal formula $\varphi\left(p_{1}, \ldots, p_{n}\right)$ over propositional variables $p_{1}, \ldots, p_{n}$ being true in frame $\mathfrak{F}$ iff for every world $w$ and every valuation mapping $V$ for its propositional variables we have $(\mathfrak{F}, V), w \models \varphi$, and the notion of a modal formula $\varphi$ defining a class of frames iff $\varphi$ is true in precisely the frames in the class. It straightforward to see that a modal formula $\varphi$ over $p_{1}, \ldots, p_{n}$ is true in a frame $\mathfrak{F}$ iff the monadic second-order formula $\forall P_{p_{1}} \ldots P_{p_{n}} \forall x \pi_{r}(\varphi, x)$ is true in the class of all models over the frame $\mathfrak{F}$. There are methods for reducing such second-order formulae to equivalent first-order formulae and there are methods for reducing the second-order logic formulation of modal axioms to the corresponding frame properties. Computing the first-order equivalents of modal formulae (if they exists) amounts to the elimination of the universal or existential monadic second-order quantifiers. For example, if we are interested in establishing the relational frame properties corresponding to a modal formula $\varphi$, then we either have to eliminate the universal monadic second-order quantifiers from $\forall P_{p_{1}} \ldots P_{p_{n}} \forall x \pi_{r}(\varphi, x)$, or, equivalently, the existential monadic second-order quantifiers from $\exists P_{p_{1}} \ldots P_{p_{n}} \exists x \pi_{r}(\neg \varphi, x)$. There can be no algorithm which is guaranteed to find a first-order equivalent formula if there exists one. Still, a number of automated algorithms are known which provide a partial solution to the quantifier elimination problem, namely SCAN [75, 58], DLS [55, 185] and SQEMA [37]. SCAN and DLS are based on a form of resolution while SQEMA can be viewed as a modalized DLS algorithm. Here we briefly review the SCAN algorithm, but more details of DLS and other quantifier elimination algorithms can be found in [36, 147].

The SCAN algorithm involves three stages:
(i) transformation to clausal form and (inner) Skolemisation;
(ii) C-resolution;
(iii) reverse Skolemisation (unskolemisation).

The input of SCAN is a second-order formula of the form $\exists Q_{1} \ldots \exists Q_{k} \psi$, where the $Q_{i}$ are unary predicate variables and $\psi$ is a first-order formula. In the first stage SCAN converts $\psi$ into clausal normal form by transformation into conjunctive normal form, Skolemisation, and clausifying the Skolemised formula. In the second stage SCAN performs a special kind of constraint resolution, called $C$-resolution, the two main inference rules are given in Figure 16. It generates all and only resolvents and factors with the second-order variables that are to be eliminated, which in the case of computing frame correspondence properties includes all existentially quantified second-order variables. When all C-resolvents and C-factors with respect to a particular $Q_{i}$-literal and the rest of the clause set have been generated, purity deletion removes all clauses in which this literal occurs. The subsumption deletion rule is optional for the sake of soundness, but helps simplify clause sets in the derivation.

If the C-resolution stage terminates, it yields a set $N$ of clauses in which the specified secondorder variables are eliminated. This set is satisfiability equivalent to the original second-order
formula. If no clauses remain after purity deletion, then the original formula is a tautology; if Cresolution produces the empty clause, then it is unsatisfiable. If $N$ is non-empty, finite and does not contain the empty clause, then in the third stage, SCAN attempts to restore the quantifiers from the Skolem functions by reversing Skolemisation. This is not always possible, for instance if the input formula is not first-order definable.

If the input formula is not first-order definable and stage two terminates successfully yielding a non-empty set not containing the empty clause then SCAN produces equivalent second-order formulae in which the specified second-order variables are eliminated but quantifiers involving Skolem functions occur and the reverse Skolemisation typically produces Henkin quantifiers. If SCAN terminates and reverse Skolemisation is successful, then the result is a first-order formula logically equivalent to the second-order input formula.

SCAN can compute the frame correspondence properties for very many well-known axioms including $\mathbf{T}, \mathbf{4}$, and $\mathbf{5}$. Recent work has in fact shown that the SCAN algorithm is complete for the class of all Sahlqvist formulae, in the sense that, when given a Sahlqvist formula it will successfully compute an equivalent first-order formula for it [88].

### 6.4 Model generation

A problem closely related to the satisfiability problem is the problem of generating (counter-) models. Ideally we want to construct finite models if they exist. It is possible to use both tableau and resolution methods to prove that logics have the finite model property and also to give procedures for constructing standard Kripke models.

Although tableau provers do not always output models, it is well-known that tableau procedures implicitly generate models (of some kind) for satisfiable input problems. This is especially true for semantic tableau procedures which are defined by structural rules and use explicit accessibility relations. Modal tableau procedures of the kind described in Section 4 which use propagation rules for handling the additional axioms do construct models but often they are just skeleton models which need to be completed with respect to the relational correspondence properties and then give standard Kripke models.

In first-order logic it is well-known that hyperresolution like tableau methods can be employed both as a reasoning method and a Herbrand model builder [31, 65]. It has been shown that the methods using $R^{\text {hyp }}$ and the relational translation described in Section 3 require hardly any extra effort to construct a modal model [49, 121, 180]. It is usually a simple matter to read off a Kripke model from the saturated set of ground unit clauses which represents a Herbrand model. In general this set will be infinite in the limit, but when $R^{\text {hyp }}$ is a decision procedure then the set is finitely bounded and consequently a finite Kripke model can be defined.

In more detail, a Herbrand interpretation is a set of ground atoms. By definition a ground atom $A$ is true in an interpretation $H$ iff $A \in H$ and it is false in $H$ iff $A \notin H$. Now, extend the

C-Resolution: $\frac{C \vee Q\left(s_{1}, \ldots, s_{n}\right) \neg Q\left(t_{1}, \ldots, t_{n}\right) \vee D}{C \vee D \vee s_{1} \not \approx t_{1} \vee \ldots \vee s_{n} \not \approx t_{n}}$
provided the two premises have no variables in common and are distinct clauses
C-Factoring: $\quad \frac{C \vee Q\left(s_{1}, \ldots, s_{n}\right) \vee Q\left(t_{1}, \ldots, t_{n}\right)}{C \vee Q\left(s_{1}, \ldots, s_{n}\right) \vee s_{1} \not \approx t_{1} \vee \ldots \vee s_{n} \not \approx t_{n}}$
Figure 16. The calculus of SCAN
definition as expected to the Boolean combination of ground atoms. A clause $C$ is true in $H$ iff for all ground substitutions $\sigma$ there is a literal $L$ in $C \sigma$ which is true in $H$. A set $N$ of clauses is true in $H$ iff all clauses in $N$ are true in $H$. If a set $N$ of clauses is true in an interpretation $H$ then $H$ is referred to as a Herbrand model of $N$. It is proved in $[49,121]$ that the combination of the relational translation and $R^{\text {hyp }}$ can be used as a finite Herbrand model generator for the modal logics $\mathbf{K}_{n}, \mathbf{K}_{n}^{\smile}$ and the extensions with $\mathbf{T}, \mathbf{D}, \mathbf{B}$ (actually more general results are proved).

In general Herbrand models are not unique and can be large. Therefore it is useful to have a method for generating minimal Herbrand models. An interpretation $H$ is a minimal Herbrand model for a set $N$ of clauses iff $H$ is a Herbrand model of $N$ and for no Herbrand model $H^{\prime}$ of $N, H^{\prime} \subset H$ holds. Various approaches to generating minimal Herbrand models with hyperresolution are known [26, 31, 94, 144]. It follows from [31] and investigations of GF ${ }^{-}$and the class $\mathcal{B U}$ in $[81,82]$ that with a moderate extension of $R^{\text {hyp }}$, denoted here by $R_{\min }^{\text {hyp }}$, it is possible to guarantee the generation of all and only minimal Herbrand models for any modal and description logic reducible to a decidable class of range restricted clauses. It is necessary to use a depth-first strategy, a complement splitting rule should be used so that the first model generated is a minimal Herbrand model, and a model constraint propagation rule is necessary to prevent the generation of non-minimal Herbrand models (see Figure 17). The procedure $R_{\min }^{\text {hyp }}$ is generally sound and complete and is a minimal Herbrand model building procedure for range-restricted clauses [31]. An alternative is to use the generalisation [81, 82] of an approach of [144].

It is not difficult to see that model generation procedures and the mentioned minimal Herbrand model generation procedures can be developed by using hyperresolution and the other translation methods. Because of the close connection to tableau, corresponding tableau procedures can be defined and all results carry over to the tableau setting (see [49, 121]).

### 6.5 Bisimulation

Chapter ? ? has introduced the notion of a bisimulation between two Kripke models. A bisimulation between models $\mathfrak{M}=\langle W, R, V\rangle$ and $\mathfrak{M}^{\prime}=\left\langle W^{\prime}, R^{\prime}, V^{\prime}\right\rangle$ is a binary relation $E \subseteq W \times W^{\prime}$ such that whenever $E\left(w, w^{\prime}\right)$ the following three properties hold:

Atomic: for all propositional variables $p, w \in V(p)$ iff $w \in V^{\prime}(p)$;
Zig: if $R_{i}(w, v)$ for some $i$, then there exists $v^{\prime}$ in $\mathfrak{M}^{\prime}$ such that $E\left(v, v^{\prime}\right)$ and $R_{i}^{\prime}\left(w^{\prime}, v^{\prime}\right)$; and
Zag: if $R_{i}^{\prime}\left(w^{\prime}, v^{\prime}\right)$ for some $i$, then there exists $v$ in $\mathfrak{M}$ such that $E\left(v, v^{\prime}\right)$ and $R_{i}(w, v)$.

## Complement splitting:

$$
\frac{N \cup\{C \vee D\}}{\mid N \cup\{D\}}
$$

where $D$ is a ground clause.
Model constraint propagation: $\frac{N}{N \cup\left\{\neg A_{1} \vee \ldots \vee \neg A_{n}\right\}}$
where $\left\{A_{1}, \ldots, A_{n}\right\}$ is the finite Herbrand model of an open branch which is complete with respect to $R^{\text {hyp }}$. The model constraint propagation rule extends all branches in the derivation tree (to the right) which are not complete with respect to $R_{\min }^{\text {hyp }}$.

Figure 17. Additional rules for minimal Herbrand model generation

One important property of bisimilar models is that they satisfy the same $\mu$-calculus formulae, that is, let $E\left(w, w^{\prime}\right)$ hold then a $\mu$-calculus formula $\varphi$ is true at $w$ in $\mathfrak{M}$ iff $\varphi$ is true at $w^{\prime}$ in $\mathfrak{M}^{\prime}$. The notion of bisimulation not only plays an important rôle in modal logic, as an equivalence principle between Kripke models, but also in other fields, for example, concurrency theory, set theory, and formal verification. An algorithm for 'on the fly' verification of bisimulations is presented in [66].

A related problem is that of bisimulation minimisation, that is, the problem of finding the minimal Kripke model bisimilar to a given Kripke model. In particular, in the context of formal verification by model checking (see Section 6.1 and Chapter ?? for further details), bisimulation minimisation provides an easily and automatically computable way to reduce the number of states of a model while preserving the truth and falsehood of the formulae that hold in it.

Let $\mathfrak{M}=\langle W, R, V\rangle$ be a Kripke model and $E$ be an equivalence relation on $W$. Let $[w]_{E}$ denote the equivalence class of a world $w \in W$ with respect to $E$. The set of all equivalence classes is a partition of $W$ and $\mathfrak{M}$. The bisimulation minimisation of a Kripke model $\mathfrak{M}$ is the quotient $\mathfrak{M} / E=\left\langle W^{\prime}, R^{\prime}, V^{\prime}\right\rangle$ where

$$
\begin{aligned}
W^{\prime} & =\left\{[w]_{E} \mid w \in W\right\}, \\
R^{\prime} & =\left\{\left([w]_{E},\left[w^{\prime}\right]_{E}\right) \mid w, w^{\prime} \in W \wedge R^{\prime}\left(w, w^{\prime}\right)\right\}, \text { and } \\
V^{\prime}(p) & =\left\{[w]_{E} \mid w \in V(p)\right\}
\end{aligned}
$$

for every propositional variable $p$ such that $E$ is the maximal equivalence relation on $W$ which is also a bisimulation between $\mathfrak{M}$ and itself. A partition $P$ is stable with respect to $E$ iff for each pair $[w]_{E},\left[w^{\prime}\right]_{E}$ of equivalence classes with respect to $E$ either $[w]_{E} \subseteq E^{-1}\left(\left[w^{\prime}\right]_{E}\right)$ or $[w]_{E} \cap E^{-1}\left(\left[w^{\prime}\right]_{E}\right)=\emptyset$.

In the computation of the bisimulation minimisation of a Kripke model we can basically follow two strategies. One is a negative strategy in which we start with the coarsest partition $P$ such that $E\left(w, w^{\prime}\right)$ iff $w \in V(p)$ iff $w^{\prime} \in V(p)$ for every positional variable $p$ and split classes whenever $P$ is not stable. Another is a positive strategy in which we start with the finest partition $P$ in which each equivalence class consists of a single world and the bisimulation minimisation is constructed via a sequence of steps in which we merge two or more classes. An algorithm following the negative strategy is presented in [156] which has the optimal worst-case running time, namely $O(|R| l o g|W|)$. An implementation of this algorithm is presented in [67]. Other algorithms following a negative strategy are presented in [28, 130]. They take advantage of the fact that in a number of applications we are only interested in the part of a Kripke model reachable from a designated start world. In this case, equivalence classes associated with unreachable worlds need not be taken into account when considering the stability of an equivalence class associated with a reachable world. An algorithm following the positive strategy is presented in [157]. Recently, [57] has introduced an algorithm combines both the positive and negative strategy by using the algorithms of [156] and [157] as subroutines. For a range of special cases this algorithm terminates in time $O(|R|+|W|)$.

Finally, [71] presents on-the-fly model checkers for invariant properties incorporating the bisimulation minimisation algorithms of [28, 130, 156]. From an empirical comparison they draw the conclusion that in this context an optimised version of the algorithm of [156] performs better than the other two.

### 6.6 Modal logic programming

The problem of extending logic programming languages with modal operators has received a lot of attention in the late 1980s and early 1990s, at about the same time most of the direct resolution methods mentioned in Section 5.2 were developed and also work on the translation methods described in Section 3 intensified. Consequently, work in this area can again be divided between direct approaches and translation approaches.

Following the direct approach, $[21,20]$ presents a declarative semantics and an SLD resolution calculus for a class of modal logic programs in modal logics KD, KT, and S4, while [22, 23] present a framework for developing the fixpoint and operational semantics of a class of multimodal logic programs where additional properties of modal operators can be described by axiom schemas of the form $\left[i_{1}\right]\left[i_{2}\right] \cdots\left[i_{m}\right] p \rightarrow\left[j_{1}\right]\left[j_{2}\right] \cdots\left[j_{n}\right] p$, so-called inclusion axioms. More recent work includes [142] presenting a fixpoint semantics, least model semantics, and an SLD resolution calculus for modal logic programs in modal logics extending $\mathbf{K}$ with a non-empty selection of the axiom schemas $\mathbf{B}, \mathbf{D}, \mathbf{T}, 4$ and $\mathbf{5}$. Also, modal logic programs in [142] are as expressive as the general modal Horn fragment which allows arbitrary occurrences of the modal operators $\square$ and $\diamond$ in programs clauses and goals.

Following the translation approach, [50] applies the functional translation to multi-modal logic programs in the modal logics KD, KT, KD4, KT4, KF (F is the functionality axiom), and simple inclusion axioms of the form $[i] p \rightarrow[j] p$. In these logics, the functional translation of goals and program clauses in the general modal Horn fragment are in the first-order Horn fragment. For computations SLD resolution extended by theory unification is used. In [146] presents an application of the semi-functional translation $[145,148]$ to modal logic programs in modal logics KB and KDB, as well as KD, KT, and their extension by one or both of the axiom schemas $\mathbf{4}$ and $\mathbf{5}$. The semi-functional translation combines features of the relational and functional translation. For modal formulae in negation normal form, subformulae of the form $\square \varphi$ are translated using the relational translation, while subformulae of the form $\diamond \varphi$ are translated using the functional translation. A functional simulator axiom needs to be added to the translation to link the relational and functional aspects of the translation. The semi-functional translation has the advantage over the functional translation that the frame properties of many modal logics, including the ones listed above, can be specified by simple first-order Horn theories without equality. Consequently, the use of theory unification and theory resolution can be avoided. Furthermore, if the semi-functional translation is applied to goals and program clauses in the general modal Horn fragment, then the resulting first-order clauses are themselves Horn. Together with the fact that the frame properties are expressed by Horn clauses, this implies that unmodified SLD resolution can be used to execute the translated modal logic programs.

The functional and semi-functional translation have been incorporated into mSPASS [120, 174]. Implementations of systems based on the direct approach include MOLOG [62, 63], MPro$\log [141,143]$, and TIM [21]. However, just as for the direct resolution approaches described in Section 5.2, little work seems to have been conducted on developing specialised and efficient data structures and algorithms for such systems, with the exception of [2] which describes an abstract machine model for MOLOG, in analogue to the Warren Abstract Machine model for Prolog [191].

There has also been considerable work on temporal logic programming. For surveys on this work which also cover some of the approaches to modal logic programming mentioned above see [154, 70, 84].

There is currently renewed interest in modal and temporal logic programming in the context of multi-agent system development $[24,53,69]$ and related areas.

## 7 REVIEW AND DISCUSSION

In this chapter we have examined computational approaches to modal logics. Although we have considered a variety of computational approaches and reasoning problems, we have focused on the use of translation-based and tableau-based algorithms for deciding the satisfiability of a formula, both with and without reference to a background theory. This focus was motivated by the dominance of translation-based and tableau-based approaches in implemented systems, and by the importance of satisfiability testing in applications such as the verification of multi-agent systems and ontology engineering.

The reason for the dominance of these two approaches is that they have proved amenable to implementation and optimisation techniques that dramatically improve typical case performance; the use of such techniques is crucial if reasoning systems are to be effective in applications. The applicability and effectiveness of optimisation techniques and refinements is, however, highly dependent on the logic under consideration and on the class of problem being solved. For example, in the context of tableau-based algorithms, caching must be used with care in the presence of converse modalities, and semantic branching search, while highly effective for randomly generated problems, may be ineffective (and perhaps even counter productive) for problems derived from ontology engineering applications. Similarly, in the context of translation-based algorithms, hyperresolution may be the most suitable approach for randomly generated problems in the modal logic $\mathbf{K}_{n}$, while ordered resolution is more effective for problems derived from ontology engineering applications.

Regarding the two approaches, both have advantages and disadvantages. Tableau-based methods generally require full implementation, but this allows the implementor to choose and finetune the optimisations, data structures, and algorithms for effective operation in the intended application. In contrast, no major implementation effort is needed for translation-based methods, but a careful choice of translation, refinement of resolution, and operational parameters is required to guarantee termination and effectiveness of the first-order logic prover on the class of problems being solved. The choice of approach may ultimately depend on the logic in question: tableau-based methods seem to have some advantages in the presence of graded modalities (counting), for example, whereas translation-based methods can handle and may be better for boolean modal logics (role negation). Currently, tableau-based approaches are the most widely used in ontology applications, with description logic systems such as FaCT++, Racer and Pellet [159, 90, 160]. In contrast, translation-based methods have a number of other uses, for example, computing correspondence properties and modal logic programming.

The use of implemented systems in realistic applications brings with it new challenges, both with respect to the expressive power of the logics being used, and the size and complexity of the problems to be solved. The W3C standard ontology language OWL, for example, corresponds to a logic with transitive, converse and graded modalities, as well as nominals, and ontology applications may call for reasoning with respect to very large background theories. For the logic corresponding to OWL, a tableau-based algorithm has only recently been introduced [110], a translation-based algorithm using the basic superposition calculus is still under development [112], and the development of computational and optimisation techniques is the subject of considerable ongoing research. Similarly, as mentioned in the introduction, agent frameworks consist of complex multi-modal logics, typically including a dynamic component, allowing the representation of dynamic activity via a temporal or a dynamic logic. Ongoing research is focusing on developing advanced computational methods and optimisation techniques for such frameworks.
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[^0]:    ${ }^{1}$ We consider two formulae or clauses to be equal iff they are variants of each other, that is, they are syntactically equal modulo variable renaming.

[^1]:    ${ }^{2}$ The modal depth of a formula $\varphi$ is the maximal nesting of modal operators $\langle i\rangle$ or $[i]$ in $\varphi$.

[^2]:    ${ }^{3}$ For the purposes of lazy unfolding, only cycles consisting entirely of $\leftrightarrow$ axioms are problematical.

[^3]:    ${ }^{4}$ Remember that $\mathbf{K}_{n}$ with converse modalities provides modal parameters $i$ and $i^{\smile}$ for $1 \leq i \leq m$.
    ${ }^{5}$ Please note that we never made any assumptions or restrictions on the order in which the rules are to be applied.

[^4]:    ${ }^{6}$ For other reasoning problems such as model checking, these algorithms exist and have been implemented successfully, see Chapter? ?

