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1
O

verview

•
T

he
aim

is
to

give
an

overview
ofthe

w
ays

that
theorists

conceptualise
agents,and

to
sum

m
arise

som
e

ofthe
key

developm
ents

in
agenttheory.

•
B

egin
by

answ
ering

the
question:

w
hy

theory?

•
D

iscuss
the

various
differentattitudes

thatm
ay

be
used

to
characterise

agents.

•
Introduce

som
e

problem
s

associated
w

ith
form

alising
attitudes.

•
Introduce

m
odallogic

as
a

toolfor
reasoning

about
attitudes,focussing

on
know

ledge/belief.
h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
D

iscuss
M

oore’s
theory

ofability.

•
Introduce

the
C

ohen-Levesque
theory

ofintention
as

a
case

study
in

agenttheory.
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2
W

hy
T

heory?

•
F

orm
alm

ethods
have

(arguably)
had

little
im

pactof
generalpractice

ofsoftw
are

developm
ent:

w
hy

should
they

be
relevantin

agentbased
system

s?

•
T

he
answ

er
is

thatw
e

need
to

be
able

to
give

a
sem

antics
to

the
architectures,languages,and

tools
thatw

e
use

—
literally,a

m
eaning.

•
W

ithoutsuch
a

sem
antics,itis

never
clear

exactly
w

hatis
happening,or

w
hy

itw
orks.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
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•
E

nd
users

(e.g.,program
m

ers)
need

never
read

or
understand

these
sem

antics,butprogress
cannotbe

m
ade

in
language

developm
entuntilthese

sem
antics

exist.

•
In

agent-based
system

s,w
e

have
a

bag
ofconcepts

and
tools,w

hich
are

intuitively
easy

to
understand

(by
m

eans
ofm

etaphor
and

analogy),and
have

obvious
potential.

•
B

utw
e

need
theory

to
reach

any
kind

ofprofound
understanding

ofthese
tools.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
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c
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/
˜
m
j
w
/
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3
A

gents
=

IntentionalS
ystem

s

•
W

here
do

theorists
startfrom

?

•
T

he
notion

ofan
agentas

an
intentionalsystem

...

•
S

o
agenttheorists

startw
ith

the
(strong)

view
of

agents
as

intentionalsystem
s:

one
w

hose
sim

plest
consistentdescription

requires
the

intentionalstance.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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4
T

heories
ofA

ttitudes

•
W

e
w

antto
be

able
to

design
and

build
com

puter
system

s
in

term
s

of‘m
entalistic’notions.

•
B

efore
w

e
can

do
this,w

e
need

to
identify

a
tractable

subsetofthese
attitudes,and

a
m

odelofhow
they

interactto
generate

system
behaviour.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
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•
S

om
e

possibilities:

inform
ation

attitudes
{

belief
know

ledge

pro-attitudes



desire
intention
obligation
com

m
itm

ent
choice
...

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
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m
j
w
/
p
u
b
s
/
i
m
a
s
/
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5
F

orm
alising

A
ttitudes

•
S

o
how

do
w

e
form

alise
attitudes?

•
C

onsider...

Janine
believes

C
ronos

is
father

ofZ
eus.

•
N

aive
translation

into
first-order

logic:

B
el(Janine,Father(Z

eus,C
ronos))

•
B

ut...

–
the

second
argum

entto
the

B
elpredicate

is
a

form
ula

offirst-order
logic,nota

term
;

need
to

be
able

to
apply

‘B
el’to

form
ulae;

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
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–
allow

s
us

to
substitute

term
s

w
ith

the
sam

e
denotation:

consider
(Z

eus
=

Jupiter)
intentionalnotions

are
referentially

opaque.
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•
S

o,there
are

tw
o

sorts
ofproblem

s
to

be
addressed

in
develping

a
logicalform

alism
for

intentionalnotions:

–
a

syntactic
one

(intentionalnotions
refer

to
sentences);and

–
a

sem
antic

one
(no

substitution
ofequivalents).

•
T

hus
any

form
alism

can
be

characterized
in

term
s

of
tw

o
attributes:

its
language

ofform
ulation,and

sem
antic

m
odel:

•
Tw

o
fundam

entalapproaches
to

the
syntactic

problem
:

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
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–
use

a
m

odallanguage,w
hich

contains
m

odal
operators ,w

hich
are

applied
to

form
ulae;

–
use

a
m

eta-language:
a

first-order
language

containing
term

s
thatdenote

form
ulae

ofsom
e

other
object-language.

•
W

e
w

illfocus
on

m
odallanguages,and

in
particular,

norm
alm

odallogics,w
ith

possible
w

orlds
sem

antics.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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6
N

orm
alM

odalLogic
for

K
now

ledge

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
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•
S

yntax
is

classicalpropositionallogic,plus
an

operator
K

for
‘know

s
that’.

V
ocabulary:

Φ
=
{p
,q
,r,...}

prim
itive

propositions
∧
,∨
,¬
,...

classicalconnectives
K

m
odalconnective

S
yntax:

〈w
ff〉

::=
any

m
em

ber
of

Φ
|
¬
〈w

ff〉
|
〈w

ff〉
∨
〈w

ff〉
|

K
〈w

ff〉

h
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t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
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c
.
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k
/
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•
E

xam
ple

form
ulae:

K
(p
∧

q)
K

(p
∧

K
q)

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
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c
.
u
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j
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•
S

em
antics

are
trickier.

T
he

idea
is

thatan
agent’s

beliefs
can

be
characterized

as
a

setof possible
w

orlds ,in
the

follow
ing

w
ay.

•
C

onsider
an

agentplaying
a

card
gam

e
such

as
poker,w

ho
possessed

the
ace

ofspades.
H

ow
could

she
deduce

w
hatcards

w
ere

held
by

her
opponents?

•
F

irstcalculate
allthe

various
w

ays
thatthe

cards
in

the
pack

could
possibly

have
been

distributed
am

ong
the

various
players.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
T

he
system

atically
elim

inate
allthose

configurations
w

hich
are

notpossible,given
w

hatshe
know

s.
(F

or
exam

ple,any
configuration

in
w

hich
she

did
not

possess
the

ace
ofspades

could
be

rejected.)

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
E

ach
configuration

rem
aining

after
this

is
a

w
orld;a

state
ofaffairs

considered
possible,given

w
hatshe

know
s.

•
S

om
ething

true
in

allour
agent’s

possibilities
is

believed
by

the
agent.

F
or

exam
ple,in

allour
agent’s

epistem
ic

alternatives,
she

has
the

ace
ofspades.

•
Tw

o
advantages:

–
rem

ains
neutralon

the
cognitive

structure
ofagents;

–
the

associated
m

athem
aticaltheory

is
very

nice!

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
To

form
alise

allthis,let
W

be
a

setofw
orlds,and

let
R
⊆

W
×

W
be

a
binary

relation
on

W
,characterising

w
hatw

orlds
the

agentconsiders
possible.

•
F

or
exam

ple,if
(w
,w

′)
∈

R
,then

ifthe
agentw

as
actually

in
w

orld
w

,then
as

far
as

itw
as

concerned,it
m

ightbe
in

w
orld

w
′.

•
S

em
antics

ofform
ulae

are
given

relative
to

w
orlds:

in
particular:
K
φ

is
true

in
w

orld
w

iff
φ

is
true

in
allw

orlds
w
′such

that
(w
,w

′)
∈

R
.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
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/
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•
Tw

o
basic

properties
ofthis

definition:

–
the

follow
ing

axiom
schem

a
is

valid:
K

(φ
⇒

ψ
)
⇒

(K
φ
⇒

K
ψ

)

–
if
φ

is
valid,then

K
φ

is
valid.

•
T

hus
agent’s

know
ledge

is
closed

under
logical

consequence :
this

is
logicalom

niscience.
T

his
is

nota
desirable

property!

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
T

he
m

ostinteresting
properties

ofthis
logic

turn
outto

be
those

relating
to

the
properties

w
e

can
im

pose
on

accessibility
relation

R
.

B
y

im
posing

various
constraints,w

e
end

up
getting

outvarious
axiom

s;there
are

lots
ofthese,butthe

m
ostim

portantare:T
K
φ
⇒

φ

D
K
φ
⇒

¬
K
¬
φ

4
K
φ
⇒

K
K
φ

5
¬

K
φ
⇒

K
¬

K
φ
.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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Interpreting
the

A
xiom

s

•
A

xiom
T

is
the

know
ledge

axiom
:

itsays
thatw

hatis
know

n
is

true.

•
A

xiom
D

is
the

consistency
axiom

:
ifyou

know
φ

,you
can’talso

know
¬
φ

.

•
A

xiom
4

is
positive

introspection:
ifyou

know
φ

,you
know

you
know

φ
.

•
A

xiom
5

is
negative

introspection:
you

are
aw

are
of

w
hatyou

don’tknow
.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/

21



C
hapter

17
A

n
Introduction

to
M

ultiagent
S

ystem
s

2e

S
ystem

s
ofK

now
ledge

&
B

elief

•
W

e
can

(to
a

certain
extent)

pick
and

choose
w

hich
axiom

s
w

e
w

antto
representour

agents.

•
A

llofthese
(K

T
D

45)
constitute

the
logicalsystem

S
5.

O
ften

chosen
as

a
logic

of idealised
know

ledge.

•
S

5
w

ithoutT
is

w
eak-S

5,or
K

D
45.

O
ften

chosen
as

a
logic

of idealised
belief.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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7
K

now
ledge

&
A

ction

•
M

ost-studied
aspectofpracticalreasoning

agents:

interaction
betw

een
know

ledge
and

action.

•
M

oore’s
1977

analysis
is

best-know
n

in
this

area.

•
F

orm
altools:

–
a

m
odallogic

w
ith

K
ripke

sem
antics

+
dynam

ic
logic-style

representation
for

action;
–

butshow
ed

how
K

ripke
sem

antics
could

be
axiom

atized
in

a
first-order

m
eta-language;

–
m

odalform
ulae

then
translated

to
m

eta-language
using

axiom
atization;

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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–
m

odaltheorem
proving

reduces
to

m
eta-language

theorem
proving.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
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b
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/
i
m
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/
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•
M

oore
considered

2
aspects

ofinteraction
betw

een
know

ledge
and

action:

1.
A

s
a

resultofperform
ing

an
action,an

agentcan
gain

know
ledge.

A
gents

can
perform

“test”
actions,in

order
to

find
things

out.
2.

In
order

to
perform

som
e

actions,an
agentneeds

know
ledge:

these
are

know
ledge

pre-conditions.
F

or
exam

ple,in
order

to
open

a
safe,itis

necessary
to

know
the

com
bination.

•
C

ulm
inated

in
defn

ofability:
w

hatitm
eans

to
be

able
to

do
bring

som
ething

about.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

xiom
atising

standard
logicalconnectives:

∀
w
.True(w

,
d¬
φ
e)
⇔

¬
True(w

,
dφ
e)

∀
w
.True(w

,
dφ

∧
ψ
e)
⇔

True(w
,
dφ

e)
∧

True(w
,
dψ

e)

∀
w
.True(w

,
dφ

∨
ψ
e)
⇔

True(w
,
dφ

e)
∨

True(w
,
dψ

e)

∀
w
.True(w

,
dφ

⇒
ψ
e)
⇔

True(w
,
dφ

e)
⇒

True(w
,
dψ

e)

∀
w
.True(w

,
dφ

⇔
ψ
e)
⇔

(True(w
,
dφ

e)
⇔

True(w
,
dψ

e))

H
ere,

True
is

a
m

eta-language
predicate:

–
1stargum

entis
a

term
denoting

a
w

orld;
–

2nd
argum

enta
term

denoting
m

odallanguage
form

ula.
h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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Frege
quotes,

d
e,used

to
quote

m
odallanguage

form
ula.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

xiom
atizing

the
know

ledge
connective:

basic
possible

w
orld

sem
antics:

∀
w
·True(w

,
d(K

n
ow
φ
) e)

⇔
∀

w
′·K

(w
,w

′)
⇒

True(w
′,
dφ

e)

H
ere,

K
is

a
m

eta-language
predicate

used
to

representthe
know

ledge
accessibility

relation.

•
O

ther
axiom

s
added

to
representproperties

of
know

ledge.
R

eflexive:
∀

w
.K

(w
,w

)

Transitive:
∀

w
,w

′,w
′′·K

(w
,w

′)
∧

K
(w

′,w
′′)
⇒

K
(w
,w

′′)

E
uclidean:

∀
w
,w

′,w
′′·K

(w
,w

′)
∧

K
(w

′′,w
′)
⇒

K
(w
,w

′′)

E
nsures

that
K

is
equivalence

relation.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
N

ow
w

e
need

som
e

apparatus
for

representing
actions.

•
A

dd
a

m
eta-language

predicate
R

(a
,w
,w

′)
to

m
ean

that
w
′is

a
w

orld
thatcould

resultfrom
perform

ing
action

a
in

w
orld

w
.

•
T

hen
introduce

a
m

odaloperator
(R

es
a
φ
)

to
m

ean
that after

action
a

is
perform

ed,
φ

w
illbe

true.

∀
w
.True(w

,
d(R

es
a
φ
) e)

⇔

∃
w
′·R

(a
,w
,w

′)
∧
∀

w
′′·R

(a
,w
,w

′′)
⇒

True(w
′′,
dφ

e)

–
firstconjunctsays

the
action

is
possible;

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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–
second

says
thata

neccesary
consequence

of
perform

ing
action

is
φ

.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
N

ow
w

e
can

define
ability,via

m
odal

C
an

operator.

∀
w
·True(w

,
d(C

an
φ
) e)

⇔

∃
a
.True(w

,
d(K

n
ow

(R
es

a
φ
)) e)

S
o

agentcan
achieve

φ
ifthere

exists
som

e
action

a,
such

thatagentknow
s

thatthe
resultofperform

ing
a

is
φ

.

•
N

ote
the

w
ay

a
is

quantified
w

.r.t.the
K

n
ow

m
odality.

Im
plies

agentknow
s

the
identity

ofthe
action.

H
as

a
“definite

description”
ofit.

(Term
inology:

a
is

quantified
de

re.)

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
W

e
can

w
eaken

the
definition,to

capture
the

case
w

here
an

agentperform
s

an
action

to
find

outhow
to

achieve
goal.

∀
w
·True(w

,
d(C

an
φ
) e)

⇔

∃
a
.True(w

,
d(K

n
ow

(R
es

a
φ
)) e)

∨

∃
a
.True(w

,
d(K

n
ow

(R
es

a
(C

an
φ
))) e)

A
circular

definition?
N

o,interpretas
a

fixed
point.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
C

ritique
ofM

oore’s
form

aism
:

1.
Translating

m
odallanguage

into
a

first-order
one

and
then

theorem
proving

in
first-order

language
is

inefficient.
“H

ard-w
ired”

m
odaltheorem

provers
w

illbe
m

ore
efficient.

2.
F

orm
ulae

resulting
from

the
translation

process
are

com
plicated

and
unintuitive.

O
riginalstructure

(and
hence

sense)
is

lost.
3.

M
oore’s

form
alism

based
on

possible
w

orlds:
falls

prey
to

logicalom
niscience.

D
efinition

ofability
is

som
ew

hatvacuous.
h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
B

utprobably
firstserious

attem
ptto

use
tools

of
m

athem
aticallogic

(incl.m
odal&

dynam
ic

logic)
to

bear
on

rationalagency.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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8
Intention

•
W

e
have

one
aspectofan

agent,butknow
ledge/belief

alone
does

notcom
pletely

characterise
an

agents.

•
W

e
need

a
setofconnectives,for

talking
aboutan

agent’s
pro-attitudes

as
w

ell.

•
A

gentneeds
to

achieve
a

rationalbalance
betw

een
its

attitudes:

–
should

notbe
over-com

m
itted;

–
should

notbe
under-com

m
itted.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/

35



C
hapter

17
A

n
Introduction

to
M

ultiagent
S

ystem
s

2e

•
H

ere,w
e

review
one

attem
ptto

produce
a

coherent
accountofhow

the
com

ponents
ofan

agent’s
cognitive

state
hold

together:
the

theory
ofintention

developed
by

C
ohen

&
Levesque.

•
H

ere
w

e
m

ean
intention

as
in...

Itis
m

y
intention

to
prepare

m
y

slides.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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8.1
W

hatis
intention?

•
Tw

o
sorts:

–
presentdirected

∗
attitude

to
an

action
∗

function
causally

in
producing

behaviour.
–

future
directed

∗
attitude

to
a

proposition
∗

serve
to

coordinate
future

activity.

•
W

e
are

here
concerned

w
ith

future
directed

intentions.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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F
ollow

ing
B

ratm
an

(1987)
C

ohen-Levesque
identify

seven
properties

thatm
ustbe

satisfied
by

intention:

1.Intentions
pose

problem
s

for
agents,w

ho
need

to
determ

ine
w

ays
ofachieving

them
.

IfIhave
an

intention
to
φ

,you
w

ould
expectm

e
to

devote
resources

to
deciding

how
to

bring
about

φ
.

2.Intentions
provide

a
‘filter’for

adopting
other

intentions,w
hich

m
ustnotconflict.

IfIhave
an

intention
to
φ

,you
w

ould
expectm

e
to

adoptan
intention

ψ
such

that
φ

and
ψ

are
m

utually
exclusive.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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3.A
gents

track
the

success
oftheir

intentions,and
are

inclined
to

try
again

iftheir
attem

pts
fail.

Ifan
agent’s

firstattem
ptto

achieve
φ

fails,then
all

other
things

being
equal,itw

illtry
an

alternative
plan

to
achieve

φ
.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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In
addition...

•
A

gents
believe

their
intentions

are
possible.

T
hatis,they

believe
there

is
atleastsom

e
w

ay
that

the
intentions

could
be

broughtabout.
(C

T
L*

notation:
E
♦
φ

).

•
A

gents
do

notbelieve
they

w
illnotbring

abouttheir
intentions.
Itw

ould
notbe

rationalofm
e

to
adoptan

intention
to

φ
ifIbelieved

φ
w

as
notpossible.

(C
T

L*
notation:

A
¬
φ

.)

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
U

nder
certain

circum
stances,agents

believe
they

w
ill

bring
abouttheir

intentions.
Itw

ould
notnorm

ally
be

rationalofm
e

to
believe

thatI
w

ould
bring

m
y

intentions
about;intentions

can
fail.

M
oreover,itdoes

notm
ake

sense
thatifIbelieve

φ
is

inevitable
(C

T
L*:

A
♦
φ

)
thatIw

ould
adoptitas

an
intention.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

gents
need

notintend
allthe

expected
side

effects
of

their
intentions.

IfIbelieve
φ
⇒

ψ
and

Iintend
that

φ
,Ido

not
necessarily

intend
ψ

also.
(Intentions

are
notclosed

under
im

plication.)
T

his
lastproblem

is
know

n
as

the
dentistproblem

.
I

m
ay

believe
thatgoing

to
the

dentistinvolves
pain,

and
Im

ay
also

intend
to

go
to

the
dentist—

butthis
does

notim
ply

thatIintend
to

suffer
pain!

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
C

ohen-Levesque
use

a
m

ulti-m
odallogic

w
ith

the
follow

ing
m

ajor
constructs:

(B
elx

φ
)

x
believes

φ

(G
o
alx

φ
)

x
has

goalof
φ

(H
ap

p
en

s
α

)
action

α
happens

next
(D

o
n
e
α

)
action

α
has

justhappened
•

S
em

antics
are

possible
w

orlds.

•
E

ach
w

orld
is

infinitely
long

linear
sequence

ofstates.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
E

ach
agentallocated:

–
beliefaccessibility

relation
—

B
for

every
agent/tim

e
pair,gives

a
setofbelief

accessible
w

orlds;
E

uclidean,serial,transitive
—

gives
belieflogic

K
D

45.
–

goalaccessibility
relation

—
G

for
every

agent/tim
e

pair,gives
a

setofgoal
accessible

w
orlds.

S
erial—

gives
goallogic

K
D

.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

constraint:
G
⊆

B
.

–
G

ives
the

follow
ing

inter-m
odalvalidity:

|=
(B

eli
φ
)
⇒

(G
o
ali

φ
)

–
A

realism
property

—
agents

acceptthe
inevitable.

•
A

nother
constraint:

|=
(G

o
ali

φ
)
⇒

♦¬
(G

o
ali

φ
)

C
&

L
claim

this
assum

ption
captures

follow
ing

properties:

–
agents

do
notpersistw

ith
goals

forever;
–

agents
do

notindefinitely
defer

w
orking

on
goals.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

dd
in

som
e

operators
for

describing
the

structure
of

eventsequences
α

;α
′
α

follow
ed

by
α
′

α
?

‘testaction’
α

•
A

lso
add

som
e

operators
oftem

porallogic,“
”

(alw
ays),and

“
♦”

(som
etim

e)
can

be
defined

as
abbreviations,along

w
ith

a
“strict”

som
etim

e
operator,

L
ater:

♦
α

=̂
∃

x
·(H

ap
p
en

s
x;α

?)
α

=̂
¬
♦¬
α

(L
ater

p)
=̂

¬
p
∧

♦p

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
F

inally,a
tem

poralprecedence
operator,

(B
efore

p
q).

•
F

irstm
ajor

derived
constructis

a
persistentgoal.

(P
−

G
o
alx

p)
=̂

(G
o
alx

(L
ater

p))
∧

(B
elx

¬
p)

∧


B
efore

((B
elx

p)
∨

(B
elx

¬
p))

¬
(G

o
alx

(L
ater

p))



h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
S

o,an
agenthas

a
persistentgoalof

p
if:

1.
Ithas

a
goalthat

p
eventually

becom
es

true,and
believes

that
p

is
notcurrently

true.
2.

B
efore

itdrops
the

goal,one
ofthe

follow
ing

conditions
m

usthold:

–
the

agentbelieves
the

goalhas
been

satisfied;
–

the
agentbelieves

the
goalw

illnever
be

satisfied.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
N

ext,intention:

(In
ten

d
x
α

)
=̂

(P
−

G
o
alx

[D
o
n
e

x
(B

elx
(H

ap
p
en

s
α

))?;α
]

)

•
S

o,an
agenthas

an
intention

to
do

α
if:

ithas
a

persistentgoalto
have

believed
itw

as
aboutto

do
α

,
and

then
done

α
.

•
C

&
L

discuss
how

this
definition

satisfies
desiderata

for
intention.

•
M

ain
point:

avoids
ever

com
m

itm
ent.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

daptation
ofdefinition

allow
s

for
relativised

intentions .
E

xam
ple:

Ihave
an

intention
to

prepare
slides

for
the

tutorial,
relative

to
the

beliefthatIw
illbe

paid
for

tutorial.
IfI

ever
com

e
to

believe
thatIw

illnotbe
paid,the

intention
evaporates...

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/

50



C
hapter

17
A

n
Introduction

to
M

ultiagent
S

ystem
s

2e

•
C

ritique
ofC

&
L

theory
ofintention

(S
ingh,1992):

–
does

notcapture
and

adequate
notion

of
“com

petence”;
–

does
notadequately

representintentions
to

do
com

posite
actions;

–
requires

thatagents
know

w
hatthey

are
aboutto

do
—

fully
elaborated

intentions;
–

disallow
s

m
ultiple

intentions.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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9
S

em
antics

for
S

peech
A

cts

•
C

&
L

used
their

theory
ofintention

to
develop

a
theory

ofseveralspeech
acts.

•
K

ey
observation:

illocutionary
acts

are
com

plex
event

types
(cf.actions).

•
C

&
L

use
their

dynam
ic

logic-style
form

alism
for

representing
these

actions.

•
W

e
w

illlook
atrequest.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
F

irst,define
alternating

belief.

(A
ltB

eln
x

y
p)

=̂
(B

elx
(B

ely
(B

elx
···(B

elx
︸

︷
︷

︸

n
tim

es

p
)
···)

︸
︷
︷
︸

n
tim

es

•
A

nd
the

related
conceptofm

utualbelief.

(M
−

B
elx

y
p)

=̂
∀

n
·(A

ltB
eln

x
y

p)

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
A

n
attem

ptis
defined

as
a

com
plex

action
expression.

(H
ence

the
use

ofcurly
brackets,to

distinguish
from

predicate
or

m
odaloperator.)

{
A
ttem

p
t

x
e

p
q}

=̂


(B
elx

¬
p)

∧
(G

o
alx

(H
ap

p
en

s
x

e;p?))
∧

(In
ten

d
x

e;q?)


?;e

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
In

E
nglish:

“A
n

attem
ptis

a
com

plex
action

thatagents
perform

w
hen

they
do

som
ething

(e)
desiring

to
bring

aboutsom
e

effect(p)
butw

ith
intentto

produce
atleastsom

e
result(q)”.

H
ere:

–
p

represents
ultim

ate
goalthatagentis

aim
ing

for
by

doing
e;

–
proposition

q
represents

w
hatittakes

to
atleast

m
ake

an
“honesteffort”

to
achieve

p.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
D

efinition
ofhelpfulness

needed:

(H
elp

fu
lx

y)
=̂

∀
e
·

[
(B

elx
(G

o
aly

♦(D
o
n
e

x
e)))

∧
¬

(G
o
alx

¬
(D

o
n
e

x
e))

]

⇒
(G

o
alx

♦(D
o
n
e

x
e))

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
In

E
nglish:

“[C
]onsider

an
agent[x]to

be
helpfulto

another
agent[y]if,for

any
action

[e]he
adopts

the
other

agent’s
goalthathe

eventually
do

thataction,
w

henever
such

a
goalw

ould
notconflictw

ith
his

ow
n”.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
D

efinition
ofrequests:

{
R
eq

u
est

spkr
addr

e
α
}

=̂
{
A
ttem

p
t

spkr
e
φ

(M
−

B
eladdr

spkr
(G

o
alspkr

φ
))

}

w
here

φ
is

♦(D
o
n
e

addr
α

)
∧

(In
ten

d
addr

α
[

(G
o
alspkr

♦(D
o
n
e

addr
α

))
∧

(H
elp

fu
laddr

spkr)

]

)

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
In

E
nglish:

A
requestis

an
attem

pton
the

partof
spkr,by

doing
e,to

bring
abouta

state
w

here,ideally,1)
addr

intends
α

,(relative
to

the
spkr

stillhaving
thatgoal,and

addr
stillbeing

helpfully
inclined

to
spkr),and

2)
addr

actually
eventually

does
α

,or
atleastbrings

abouta
state

w
here

addr
believes

itis
m

utually
believed

thatitw
ants

the
ideal

situation.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
B

y
this

definition,there
is

no
prim

itive
requestact:

“[A
]speaker

is
view

ed
as

having
perform

ed
a

requestifhe
executes

any
sequence

ofactions
thatproduces

the
needed

effects”.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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10
A

T
heory

ofC
ooperation

•
W

e
now

m
ove

on
to

a
theory

ofcooperation
(or

m
ore

precisely,cooperative
problem

solving).

•
T

his
theory

draw
s

on
w

ork
such

as
C

&
L’s

m
odelof

intention,and
their

sem
antics

for
speech

acts.

•
Ituses

connectives
such

as
‘intend’as

the
building

blocks.

•
T

he
theory

intends
to

explain
how

an
agentcan

start
w

ith
an

desire,and
be

m
oved

to
getother

agents
involved

w
ith

achieving
this

desire.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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11
A

(nother)
F

orm
alFram

ew
ork

•
W

e
form

alise
our

theory
by

expressing
itin

a
quantified

m
ulti-m

odallogic.

–
beliefs;

–
goals;

–
dynam

ic
logic

style
action

constructors;
–

path
quantifiers

(branching
tim

e);
–

groups
(sets

ofagents)
as

term
s

in
the

language
—

settheoretic
m

echanism
for

reasoning
about

groups;
–

actions
(transitions

in
branching

tim
e

structure)
associated

w
ith

agents.
h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
F

orm
alsem

antics
in

the
paper!

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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12
T

he
F

our-S
tage

M
odel

1.R
ecognition.

C
P

S
begins

w
hen

som
e

agentrecognises
the

potentialfor
cooperative

action.
M

ay
happen

because
an

agenthas
a

goalthatitis
unable

to
achieve

in
isolation,or

because
the

agent
prefers

assistance.

2.Team
form

ation.
T

he
agentthatrecognised

the
potentialfor

cooperative
action

atstage
(1)

solicits
assistance.

Ifteam
form

ation
successful,then

itw
illend

w
ith

a
group

having
a

jointcom
m

itm
entto

collective
action.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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3.P
lan

form
ation.

T
he

agents
attem

ptto
negotiate

a
jointplan

thatthey
believe

w
illachieve

the
desired

goal.

4.Team
action.

T
he

new
ly

agreed
plan

ofjointaction
is

executed
by

the
agents,w

hich
m

aintain
a

close-knitrelationship
throughout.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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12.1
R

ecognition

•
C

P
S

typically
begins

w
hen

som
e

agentin
a

has
a

goal,and
recognises

the
potentialfor

cooperative
action

w
ith

respectto
thatgoal.

•
R

ecognition
m

ay
occur

for
severalreasons:

–
T

he
agentis

unable
to

achieve
its

goalin
isolation,

due
to

a
lack

ofresources,butbelieves
that

cooperative
action

can
achieve

it.
h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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–
A

n
agentm

ay
have

the
resources

to
achieve

the
goal,butdoes

notw
antto

use
them

.
Itm

ay
believe

thatin
w

orking
alone

on
this

particular
problem

,itw
illclobber

one
ofits

other
goals,or

itm
ay

believe
thata

cooperative
solution

w
illin

som
e

w
ay

be
better.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
F

orm
ally...

(P
o
ten

tial−
for

−
C
o
o
p

i
φ
)
=̂

(G
o
ali

φ
)
∧

∃
g
·(B

eli
(J
−

C
an

g
φ
))
∧



¬
(C

an
i
φ
)
∨

(B
eli

∀
α
·(A

g
t
α

i)∧
(A

ch
ieves

α
φ
)
⇒

(G
o
ali

(D
o
esn

t
α

)))



•
N

ote:

–
C
an

is
essentially

M
oore’s;

–
J
−

C
an

is
a

generalization
ofM

oore’s
–

(A
ch

ieves
α
φ
)

is
dynam

ic
logic

[α
]φ

;
–

D
o
esn

t
m

eans
itdoesn’thappen

next.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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12.2
Team

F
orm

ation

•
H

aving
identified

the
potentialfor

cooperative
action

w
ith

respectto
one

ofits
goals,a

rationalagentw
ill

solicitassistance
from

som
e

group
ofagents

thatit
believes

can
achieve

the
goal.

•
Ifthe

agentis
successful,then

itw
illhave

brought
abouta

m
entalstate

w
herein

the
group

has
a

joint
com

m
itm

entto
collective

action.

•
N

ote
thatagentcannotguarantee

thatitw
illbe

successfulin
form

ing
a

team
;itcan

only
attem

ptit.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
F

orm
ally...

(P
reT

eam
g
φ

i)
=̂

(M
−

B
elg

(J
−

C
an

g
φ
))
∧

(J
−

C
o
m

m
it

g
(T

eam
g
φ

i)
(G

o
ali

φ
)
...)

•
N

ote
that:

–
T
eam

is
defined

in
later;

–
J
−

C
o
m

m
it

is
sim

ilar
to

J
−

P
−

G
o
al.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
T

he
m

ain
assum

ption
concerning

team
form

ation
can

now
be

stated.

|=
∀

i
·(B

eli
(P

o
ten

tial−
for

−
C
o
o
p

i
φ
))
⇒

A
♦∃

g
·∃
α
·
(H

ap
p
en

s
{
A
ttem

p
t

i
α

p
q})

w
herep

=̂
(P

reT
eam

g
φ

i)
q

=̂
(M

−
B
elg

(G
o
ali

φ
)
∧

(B
eli

(J
−

C
an

g
φ
))).

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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12.3
P

lan
F

orm
ation

•
Ifteam

form
ation

is
successful,then

there
w

illbe
a

group
ofagents

w
ith

a
jointcom

m
itm

entto
collective

action.

•
B

utcollective
action

cannotbegin
untilthe

group
agree

on
w

hatthey
w

illactually
do.

•
H

ence
the

nextstage
in

the
C

P
S

process:
plan

form
ation,w

hich
involves

negotiation.

•
U

nfortunately,negotiation
is

extrem
ely

com
plex

—
w

e
sim

ply
offer

som
e

observations
aboutthe

w
eakest

conditions
under

w
hich

negotiation
can

be
said

to
have

occurred.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
N

ote
thatnegotiation

m
ay

fail:
the

collective
m

ay
sim

ply
be

unable
to

reach
agreem

ent.

•
In

this
case,the

m
inim

um
condition

required
for

us
to

be
able

to
say

thatnegotiation
occurred

atallis
that at

leastone
agentproposed

a
course

ofaction
thatit

believed
w

ould
take

the
collective

closer
to

the
goal.

•
Ifnegotiation

succeeds,w
e

expecta
team

action
stage

to
follow

.

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
W

e
m

ightalso
assum

e
thatagents

w
illattem

ptto
bring

abouttheir
preferences .

F
or

exam
ple,ifan

agenthas
an

objection
to

som
e

plan,then
itw

illattem
ptto

preventthis
plan

being
carried

out.
h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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•
T

he
m

ain
assum

ption
is

then:

|=
(P

reT
eam

g
φ

i)
⇒

A
♦∃
α
·(H

ap
p
en

s
{
J
−

A
ttem

p
t

g
α

p
q})

w
here

p
=̂

(M
−

K
n
ow

g
(T

eam
g
φ

i))
q

=̂
∃

j
·∃
α
·
(j
∈

g)
∧

(M
−

B
elg

(B
elj

(A
g
ts
α

g)
∧

(A
ch

ieves
α
φ
))).

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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12.4
Team

A
ction

•
Team

action
sim

ply
involves

the
team

jointly
intending

to
achieve

the
goal.

•
T

he
form

alisation
of

T
eam

is
sim

ple.

(T
eam

g
φ

i)
=̂
∃
α
·
(A

ch
ieves

α
φ
)
∧

(J
−

In
ten

d
g
α

(G
o
ali

φ
))

h
t
t
p
:
/
/
w
w
w
.
c
s
c
.
l
i
v
.
a
c
.
u
k
/
˜
m
j
w
/
p
u
b
s
/
i
m
a
s
/
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