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Outline of the lecture
This lecture describes modular ways of formulating and learning
distributed representations of data. The objective is for you to learn:

 How to specify models such as logistic regression in layers.
 How to formulate layers and loss criterions.
 How well formulated local rules results in correct global rules.
 How back-propagation works.
 How this manifests itself in Torch.





Derivative using the chain rule



Layer specification



Derivative via layer-specification



Back-propagation algorithm



Derivatives wrt to the input



Logit Regression Model in Torch



Loss criterion in Torch



Derivatives closure in Torch



Optimization in Torch



Next lecture

In the next lecture, we consider a generalization of logistic regression,
with many logistic units, called multi-layer perceptron (MLP) or feed-
forward neural network.


