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Chapter 1

Introduction

A generic program is one that the programmer writes once, but which works over
many different data types. A generic proof is one that the programmer shows
once, but which holds for many different data types. This thesis describes a novel
approach to functional generic programming and reasoning that is both simpler
and more general than previous approaches.

It is widely accepted that type systems are indispensable for building large
and reliable software systems. Types provide machine checkable documentation
and are often helpful in finding programming errors at an early stage. Polymor-
phism complements type security by flexibility. Polymorphic type systems like
the Hindley-Milner system ( ) allow the definition of functions that
behave uniformly over all types. However, polymorphic type systems are some-
times less flexible that one would wish. For instance, it is not possible to define
a polymorphic equality function that works for all types.! As a consequence, the
programmer is forced to program a separate equality function for each data type
from scratch.

Generic, or polytypic, programming ( ;
) addresses this problem. Actu-
ally, equality serves as a standard example of a generic function. Further examples
are parsing and pretty printing, serialising, ordering, hashing, and so on. Broadly
speaking, generic programming aims at relieving the programmer from repeat-
edly writing functions of similar functionality for different user-defined data types.
A generic function such as a pretty printer or a parser is written once and for
all times; its specialization to different instances of data types happens without
further effort from the user. This way generic programming greatly simplifies
the construction and maintenance of software systems as it automatically adapts
functions to changes in the representation of data.

The basic idea of generic programming is to define a function such as taking
equality by induction on the structure of types. Thus, generic equality takes three
arguments, a type and two values of that type, and proceeds
by case analysis on the type argument. In other words, generic

equality is a function that depends on a type. To put this kinds
statement into a broader perspective let us take a look at the

structure of a modern functional programming language such types
as Haskell 98 ( ). If we ignore o

1
the module system, Haskell 98 has the three level structure vaes

depicted on the right. The lowest level, that is, the level where
the computations take place, consists of values. The second
level, which imposes structure on the value level, is inhabited by types. Finally,
on the third level, which imposes structure on the type level, we have so-called
kinds. Why is there a third level? Now, Haskell allows the programmer to define

I The parametricity theorem ( ) implies that a function of type VA. A — A — Bool
must necessarily be constant.
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parametric types such as the popular data type of lists. The list type constructor
can be seen as a function on types and the kind system allows to specify this in a
precise way. Thus, a kind is simply the ‘type’ of a type constructor.

In ordinary programming we routinely define values that depend on values, that
is, functions and types that depend on types, that is, type constructors. However,
we can also imagine to have dependencies between adjacent levels. For instance,
a type might depend on a value or a type might depend on a kind. The following
table lists the possible combinations:

kinds depending on kinds | parametric and kind-indexed kinds
kinds depending on types | dependent kinds

types depending on kinds | polymorphic and kind-indexed types
types depending on types | parametric and type-indexed types
types depending on values | dependent types

values depending on types | polymorphic and type-indexed functions
values depending on values | ordinary functions

If a higher level depends on a lower level we have so-called dependent types or
dependent kinds. Programming languages with dependent types are the subject
of intensive research, see, for instance, ( ). Dependent types will,
however, play little role in this thesis as generic programming is concerned with
the opposite direction, where a lower level depends on the same or a higher level.
For instance, if a value depends on a type we either have a polymorphic or a
type-indexed function. In both cases the function takes a type as an argument.
What is the difference between the two? Now, a polymorphic function stands for an
algorithm that happens to be insensitive to what type the values in some structure
are. Take, for example, the length function that calculates the length of a list. Since
it need not inspect the elements of a given list, it has type VA . List A — Int. By
contrast, a type-indexed function is defined by induction on the structure of its
type argument. In some sense, the type argument guides the computation which
is performed on the value arguments.

A similar distinction applies to the type and to the kind level: a parametric
type does not inspect its type argument whereas a type-indexed type is defined
by induction on the structure of its type argument and similarly for kinds. The
following table summarizes the interesting cases.

kinds defined by induction on the structure of kinds | kind-indexed kinds
kinds defined by induction on the structure of types | —
types defined by induction on the structure of kinds | kind-indexed types
types defined by induction on the structure of types | type-indexed types
types defined by induction on the structure of values | —
values defined by induction on the structure of types | type-indexed values
values defined by induction on the structure of values | —

We will encounter examples of all sorts of parameterization in this thesis. Of
course, the main bulk of the text is concerned with type-indexed functions. Sec-
tions 3.1 and 3.2 cover this topic in considerable depth. Perhaps surprisingly,
kind-indexed types will also play a prominent role since they allow for a more flex-
ible definition of type-indexed functions. This is detailed in Section 3.3. Polytypic
types and kind-indexed kinds are less frequent (and also more exotic). They will
be dealt with in later sections (Sections 5.5 and 5.6).



1.1 Generic programming in a nutshell

The rest of this introduction is structured as follows. Section 1.1 introduces
generic functional programming from the programmer’s perspective. We will get
to know several type-indexed functions and we will see an example of a generic
proof. Section 1.2 gives an overview of the remaining chapters.

1.1 Generic programming in a nutshell

Defining a function by induction on the structure of types sounds like a hard nut to
crack. We are trained to define functions by induction on the structure of values.
Types are used to guide this process, but we typically think of them as separate
entities. So, at first sight, generic programming appears to add an extra level
of complication and abstraction to programming. However, I claim that generic
programming is in many cases actually simpler than conventional programming.
The fundamental reason is that genericity gives you ‘a lot of things for free’—we
will make this statement more precise in the course of this thesis. For the moment,
let me support the claim by defining two simple algorithms both in a conventional
and in a generic style. Of course, we will consider algorithms that make sense for
a large class of data types. Consequently, in the conventional style we have to
provide an algorithm for each instance of the class.

REMARK 1.1 The examples in this section and indeed most of the examples in this
thesis are given in the functional programming language Haskell 98 (

). However, for reasons of coherence we will slightly deviate from
Haskell’s lexical syntax: both type constructors and type variables are written
with an initial upper-case letter (in Haskell type variables begin with a lower-case
letter) and both value constructors and value variables are written with an initial
lower-case letter (in Haskell value constructors begin with an upper-case letter).
This convention helps to easily identify values and types. Furthermore, we write
polymorphic types such as VA . List A — Int using an explicit universal quantifier.
Unfortunately, in Haskell there is no syntax for universal quantification. ]

1.1.1 Binary encoding

The first problem we look at is to encode elements of a given data type as bit
streams implementing a simple form of data compression (
). For concreteness, we assume that bit streams are given by the following
data type:
type Bin = |[DBit]
data Bit = 0]1.

Thus, a bit stream is simply a list of bits (see Section 2.1.2 for a short review
of Haskell’s list syntax). A real implementation might have a more sophisticated
representation for Bin but that is a separate matter.

Ad-hoc programs We will implement binary encoders and decoders for three
different data types. We consider the types in increasing level of difficulty. The
first type defines character strings:

data String = nilS | consS Char String.

The data type declaration introduces a new type, String, and two new value
constructors, nilS and consS. Here is an example element of String:
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consS *F? (consS 1’ (consS o’ (consS ’r’ (consS *i’ (consS ’a’ (consS n’ nilS)))))).

cons

Supposing that encodeChar :: Char — Bin is an encoder for characters provided
from somewhere, we can encode an element of type String as follows:

encodeString :: String — Bin
encodeString nilS = 0:]]
encodeString (consS ¢ s) = 1:encodeChar ¢+ encodeString s.

We emit one bit to distinguish between the two constructors nilS and consS. If
the argument is a non-empty string of the form consS ¢ s, we (recursively) encode
the components ¢ and s and finally concatenate the resulting bit streams.

Given this scheme it is relatively simple to decode a bit stream produced by
encodeString. Again, we assume that a decoder for characters is provided exter-
nally.

decodesString 2 Bin — (String, Bin)
decodesString ] = error "decodesString"
decodesString (0: bin) = (nilS, bin)

decodesString (1: bin) = let (¢, biny) = decodesChar bin

(s, bing) = decodesString bing
in (consS ¢ s, binz)

The decoder has type Bin — (String, Bin) rather than Bin — String to be able
to compose decoders in a modular fashion: decodesChar :: Bin — (Char, Bin), for
instance, consumes an initial part of the input bit stream and returns the decoded
character together with the rest of the input stream. Here are some applications
(we assume that characters are encoded in 8 bits).

encodeString (consS *L° (consS *i’ (consS s’ (consS *a’ nilS))))
= 1001100101100101101110011101100001100

decodesChar (tail 1001100101100101101110011101100001100)
- (’L’7 1100101101110011101100001100)

decodesString 1001100101100101101110011101100001100

= (consS ’L* (consS *1i’ (consS ’s’ (consS ’a’ nilS))),[])

Note that a string of length n is encoded using n + 1+ 8 x n bits.
A string is a list of characters. Abstracting over the type of list elements we
obtain a more general list type:

data List A = mnil | cons A (List A).
This parametric type embraces lists of characters of type List Char
’F? (cons *1’ (cons 0’ (cons ’x’ (cons *i’ (cons *a’ (cons ’n’ nil)))))),
lists of integers of type List Int
cons 2 (cons 3 (cons 5 (cons 7 (cons 11 (cons 13 nil))))),

and so on. Now, how can we encode a list of something? We could insist that
the elements of the input list have already been encoded as bit streams. Then
encodeListBin completes the task:

encodeListBin v List Bin — Bin
encodeListBin nil 0:[]
encodeListBin (cons bin bins) = 1: bin H encodeListBin bins.
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For encoding the elements of a list the following function proves to be useful:

mapList i VA; As. (A1 — Ag) — (List Ay — List A)
mapList mapA nil = nil
mapList mapA (cons a as) = cons (mapA a) (mapList mapA as).

The function mapList is a so-called mapping function that applies a given function
to each element of a given list (we will say a lot more about mapping functions
in this thesis). Combining encodeListBin and mapList we can encode a variety of
lists:

encodeListBin (mapList encodeChar (cons *A’ (cons n’ (cons *j’ (cons >a’ nil)))))
=—> 1100000101011101101010101101100001100
encodeListBin (mapList encodelnt (cons 11 (cons 13 nil)))
= 1110100000000000000000000000000001101100000000000000000000000000000
(encodeListBin - mapList (encodeListBin - mapList encodeBool))

(cons (cons True (cons False (cons True nil)))

(cons (cons False (cons True (cons False nil)))

(nil)))

= 11110110110111000.

Here, encodelnt and encodeBool are primitive encoders for integers and Boolean
values respectively (an integer occupies 32 bits whereas a Boolean value makes do
with one bit).

The million-dollar question is, of course, how do we decode the bit streams thus
produced? The first bit tells whether the original list was empty or not, but then
we are stuck: we simply do not know how many bits were spent on the first list
element. The only way out of this dilemma is to use a decoder function, supplied
as an additional argument, that decodes the elements of the original list.

decodesList . VA.(Bin — (A, Bin)) — (Bin — (List A, Bin))
decodesList decodesA [] = error "decodesList"

decodesList decodesA (0: bin) = (nil, bin)

decodesList decodesA (1:bin) = let (a, bini) = decodesA bin

(as, bing) = decodesList decodesA bing
in (cons a as, bing)

This definition generalizes decodeString defined above; we have decodeString =
decodesList decodesChar (corresponding to String = List Char). In some sense,
the abstraction step that led from String to List is here repeated on the value
level. Of course, we can also generalize encodeString:

encodeList i VA.(A — Bin) — (List A — Bin)
encodeList encodeA nil = 0:]]
encodeList encodeA (cons a as) = 1:encodeA a+ encodeList encodeA as.

It is not hard to see that encodeList encodeA = encodeListBin - mapList encodeA.
Encoding and decoding lists is now fairly simple:
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encodeList encodeChar (cons >A’ (cons n’ (cons *j’ (cons >a’ nil))))
= 1100000101011101101010101101100001100
encodeList encodelnt (cons 47 (cons 11 nil))
= 1110100000000000000000000000000001101100000000000000000000000000000
encodeList (encodeList encodeBool)
(cons (cons True (cons False (cons True nil)))
(cons (cons False (cons True (cons False nil)))
(nil)))

=—>11110110110111000.

The third data type we look at provides an alternative to the ubiquitous list
type if an efficient indexing operation is required: Okasaki’s binary random-access
lists ( ) support logarithmic access to the elements of a list.

data Fork A = fork A A
data Sequ A = endS | zeroS (Sequ (Fork A)) | oneS A (Sequ (Fork A))

Since the type argument of Sequ is changed in the recursive calls, Sequ is termed
a nested or non-regular data type ( ). Nested data types
are practically important since they can capture data-structural invariants in a
way that regular data types cannot. For instance, Sequ captures the invariant
that binary random-access lists are sequences of perfect binary leaf trees stored
in increasing order of height. The following element of type Sequ Char illustrates
this property:

oneS ’F’ (oneS (fork 1’ ?0?) (oneS (fork (fork >x’ i) (fork ’a’ ’n’)) endS)).

The first argument of the i-th oneS constructor has type Fork® Char (F™ A means
F applied n times to A), which we may view as the type of perfect binary leaf trees
of height 7. The sequence above has length 7. Here is a slightly shorter sequence
of type Sequ Int:

zeroS (oneS (fork 2 3) (oneS (fork (fork 57) (fork 11 13)) endS)).

Note that the constructors zeroS and oneS encode the length of the list. In other
words, the binary representation of the number of elements determines the layout
of the binary random-access list. The intimate relationship between the binary
number system and this data structure is explained in more detail in (
; ), see also Remark 2.2.
Now, using the recursion scheme of encodeList we can also program an encoder
for binary random-access lists.

encodeFork . VA.(A — Bin) — (Fork A — Bin)
encodeFork encodeA (fork ay az) = encodeA ay H encodeA ap
encodeSequ VA.(A — Bin) — (Sequ A — Bin)

encodeSequ encodeA endS = 0:]
encodeSequ encodeA (zeroS s) = 1:0: encodeSequ (encodeFork encodeA) s
1:1:

encodeSequ encodeA (oneS a s) =

encodeA a 4 encodeSequ (encodeFork encodeA) s

Consider the last equation which deals with arguments of the form oneS a s. We
emit two bits for the constructor and then (recursively) encode its components.
Since a has type A, we apply encodeA. Similarly, since s has type Sequ (Fork A),
we call encodeSequ (encodeFork encodeA). The type of the component determines
the calls in a straightforward manner. As an aside, note that encodeSequ requires a
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non-schematic form of recursion known as polymorphic recursion ( ).
The recursive calls are at type (Fork A — Bin) — (Sequ (Fork A) — Bin) which is
a substitution instance of the declared type. Functions operating on nested types
are in general polymorphically recursive. Haskell 98 allows polymorphic recursion
only if an explicit type signature is provided for the function. The rationale behind
this restriction is that type inference in the presence of polymorphic recursion is
undecidable ( ).

decodesFork i VA.(Bin — (A, Bin)) — (Bin — (Fork A, Bin))

decodesFork decodesA bin = let (a1, bin1) = decodesA bin
(ag, bing) = decodesA bin,
in (fork ay ag, bins)

decodesSequ i VA.(Bin — (A, Bin)) — (Bin — (Sequ A, Bin))
decodesSequ decodesA || = error "decodes"

decodesSequ decodesA (0 : bin) = (endS, bin)

decodesSequ decodesA (1:0:bin) = let (s, bin’) = decodesSequ (decodesFork decodesA) bin

in (zeroS s, bin’)
decodesSequ decodesA (1:1:bin) = let (a, bini) = decodesA bin

(s, bing) = decodesSequ (decodesFork decodesA) biny

in (oneS a s, bing)

Perhaps surprisingly, encoding a binary random-access list requires less bits than
encoding the corresponding list.

encodeSequ encodeChar (zeroS (zeroS (oneS (fork (fork *L> *i°) (fork ’s’ ’a’)) endS)))

= 101011001100101001011011001110100001100
encodeSequ encodelnt (zeroS (oneS (fork 47 11) endS))

= 101111110100000000000000000000000000110100000000000000000000000000000

In general, a string of length n requires 2 x [lg (n 4+ 1)] + 1+ 8 X n bits.

Generic programs Before explaining how to define generic versions of encode
and decodes let us first take a closer look at Haskell’s data type definitions. The
data construct combines several features in a single coherent form: type abstrac-
tion, type recursion, n-ary sums and m-ary products. The following rewritings of
String, List, Fork and Sequ make the structure of the data type definitions more
explicit.

String = 14 Char x String

List A = 14+ Ax List A

Fork A = Ax A

Sequ A = 14 Sequ (Fork A) 4+ A x Sequ (Fork A)

Here, ‘1’ denotes the unit type, and ‘+’ and ‘x’ are more conventional notation
for binary sums and binary products. For simplicity, we assume that n-ary sums
are reduced to binary sums and n-ary products to binary products, that is, read
Ti+ To+ T3 as Ty + (T2 + T3). In the sequel we treat ‘17, ‘+’, and ‘x’ as if they
were given by the following data type declarations.

data 1 = ()
data A+ B inl A | inr B
dataAx B = (A4,B)
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Now, to define a generic version of encode it suffices to specify cases for the
primitive types, that is, ‘1’, Char and Int, and for the primitive type constructors,
that is, ‘4’ and ‘x’. The type argument of encode is written in angle brackets to
distinguish it from the value argument.

encode({T) T — Bin

encode(1) () .

encode(Char) = encodeChar ¢

encode(Int) i = encodelnt i

encode(A + B) (inl a) = 0:encode(A) a

encode(A + B) (inr b) = 1:encode(B) b

encode(A x B) (a,b) = encode(A) a H encode(B) b

The type signature of encode, which is mandatory, makes explicit that the type
of encode(T) depends on the type argument or type index T. Interestingly, each
equation is more or less inevitable. To encode the single element of the unit type
no bits are required. Integers and characters are encoded using the primitive
functions encodeChar and encodelnt. To encode an element of a sum we emit
one bit for the constructor followed by the encoding of its argument. Finally, the
encoding of a pair is given by the concatenation of the component’s encodings.

This simple definition contains all ingredients needed to compress elements
of arbitrary data types. For instance, encode(Sequ Int) of type Sequ Int — Bin
compresses random-access lists with integer elements and encode(List (List Bool))
compresses Boolean matrices. We will see in later chapters that it is possible to
specialize encode(T) for a given T obtaining essentially the definitions one would
have written by hand.

The generic definition of decodes follows the same definitional pattern as encode.

decodes(T) :: Bin — (T, Bin)

decodes(1) bin = (0, bin)

decodes{Char) bin = decodesChar bin

decodes(Int) bin = decodesInt bin

decodes(A + B) [] = error "decodes"

decodes(A + B) (0:bin) = let (a, bin’) = decodes(A) bin in (inl a, bin’)
decodes(A + B) (1:bin) = let (b, bin’) = decodes{B) bin in (inr b, bin’)
decodes(A x B) bin = let (a, biny) = decodes(A) bin

(b, bing) = decodes{B) bin,
n ((a,b), bing)

The pair of functions, encode and decodes, allows to encode and to decode elements
of arbitrary user-defined data types.

Generic proofs A generic program enjoys generic properties. Here is a (very
desirable) property of the two functions introduced above:

decodes(T) (encode(T) t) = (t,[])

for all types T and for all elements ¢ of T'. In other words, the implementation is
correct: decoding an encoded value yields the original value.

Like the definition of encode and decodes the proof of this property proceeds by
induction on the structure data types. In fact, we have to prove a slightly stronger
statement to push the induction through:

decodes(T) (encode(T) t + bin) = (&, bin).
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For simplicity, we assume that we are working in a strict setting (so that the
property trivially holds for ¢t = ).

e Case T=1and ¢t = ():

decodes(1) (encode(1) () + bin)
= { definition of encode }
decodes(1) ([] 4 bin)
{ definition of (#): [ Hy =1y}
decodes(1) bin
= { definition of decodes }

((); bin)

e Case T=A+Band t =1l a:

decodes(A + B) (encode{A + B) (inl a) H bin)
{ definition of encode }
decodes(A + B) ((0: encode{A) a) 4 bin)
{ definition of (4#): (a:z) Hy=a:(zHy)}
decodes(A + B) (0: (encode(A) a H bin))
{ definition of decodes }
let (a', bin') = decodes(A) (encode(A) a + bin) in (inl a’, bin')
{ ex hypothesi }

(inl a, bin).

e Case T'= A+ B and t = inr a: analogous.

e Case T=A x Band t = (a,b):

decodes(A x B) (encode(A x B) (a,b) H bin)
{ definition of encode }
decodes(A x B) ((encode(A) a H encode(B) b) 4 bin)
{ (4#) is associative: (z H y)Hz=2+H (y+H2) }
decodes(A x B) (encode(A) a + (encode(B) b 4 bin))
{ definition of decodes }
let (a', bin1) = decodes(A) (encode(A) a + (encode(B) b+ bin))
(b', bing) = decodes(B) biny
in ((a’,b), bing)
{ ex hypothesi }
let (b, biny) = decodes(B) (encode(B) b +- bin)
in ((a,b’), bins)
{ ex hypothesi }
((a,b), bin)

Generic reasoning complements generic programming in a useful way. The straight-
forward proof above establishes the correctness of the implementation for all types
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T. In fact, conducting a generic proof is often genuinely simpler than conducting
a ‘monotypic’ proof for a particular instance of T. (If you are not convinced, try
to prove the above property for T = Sequ Char by structural induction.)

1.1.2 Size functions

Many list processing functions can be generalized to arbitrary data types. Con-
sider, for instance, the polymorphic function length :: VA . List A — Int, which
computes the length of a list. A length or rather a size function can also be de-
fined for binary random-access lists and, in fact, for every so-called container type
( ). In general, a size function of type VA. T' A — Int
counts the number of values of type A in a given container of type T A.

Ad-hoc programs Calculating the size of a list is easy:

sizeList i VA.List A— Int
sizeList il = 0
sizeList (cons a as) = 1+ sizeList as.

Interestingly, we will see later that this definition contains all the information
necessary to turn sizeList into a generic function.

Binary random-access lists are modelled after the binary natural numbers.
Therefore, calculating the length of a random-access list corresponds to converting
a binary number into an integer.

sizeSequ w VA.Sequ A — Int
sizeSequ endS = 0

sizeSequ (zeroS s) = 2 x sizeSequ s
sizeSequ (oneS a s) = 1+ 2 x sizeSequ s

Since the binary representation of n is [lg (n + 1)] bits long, sizeSequ runs in
logarithmic time. So it is fast, but unfortunately it fails to be modular. Assume,
for the sake of example, that we want to determine the number of characters in
an element of type Sequ (List Char). Using sizeSequ we can count the number
of strings but that does not help. How do we proceed? Now, we could first map
sizeList on Sequ to obtain a sequence of type Sequ Int, which we then sum up. So
for a start we require a mapping function for Sequ:

mapFork i VA As . (A — As) — (Fork Ay — Fork As)
mapFork mapA (fork a; az) = fork (mapA ay1) (mapA az)

mapSequ i VAp As . (A1 — As) — (Sequ Ay — Sequ As)
mapSequ mapA endS = endS

mapSequ mapA (zeroS s) = zeroS (mapSequ (mapFork mapA) s)

mapSequ mapA (oneS a s) = oneS (mapA a) (mapSequ (mapFork mapA) s).

Note that both mapFork and mapSequ follow closely the structure of the corre-
sponding type definitions. In fact, we will see later that mapping functions also
enjoy a generic definition (Section 3.2.1).
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Summing up a sequence of integers is quite tricky:

sumFork . Fork Int — Int

sumFork (fork a1 ag) = a1+ ao

sumSequ i Sequ Int — Int

sumSequ endS = 0

sumSequ (zeroS s) = sumSequ (mapSequ sumFork s)

sumSequ (oneS a s)

a + sumSequ (mapSequ sumFork s).

Consider the last equation of sumSequ where we have to sum up the sequence s
of type Sequ (Fork Int). We proceed roughly as before: first we map sumFork
on Sequ to obtain an element of type Sequ Int which we then recursively sum up.
We can now solve the original problem: sumSequ - mapSequ sizeList counts the
number of characters in an element of type Sequ (List Char).

The above solution is quite involved. Let us pursue an alternative approach.
The recursion scheme of encodeSequ and decodeSequ suggests to parameterize
sizeSequ by a function that calculates the ‘size’ of an element.

countFork i VA (A — Int) — (Fork A — Int)
countFork countA (fork a; az) = countA a; + countA ay

countSequ @ VA.(A — Int) — (Sequ A — Int)
countSequ countA endS =0

countSequ countA (zeroS s) = countSequ (countFork countA) s

countSequ countA (oneS a s) countA a + countSequ (countFork countA) s

This style probably looks familiar by now. Consider again the last equation: to sum
up the sequence s of type Sequ (Fork A) we call countSequ (countFork countA).
Note that sizeSequ and countSequ are related by countSequ countA = sumSequ -
mapSequ countA.

The parameterized version of sizeSequ is quite versatile. If we pass the constant
function k£ 1 to countSequ we obtain (a linear-time variant of) sizeSequ. Passing
the identity function yields sumSequ:

sizeSequ’ i VA. Sequ A — Int
sizeSequ’ = countSequ (k 1)
sumSequ’ i Sequ Int — Int
sumSequ’ = countSequ id
sizeSequlList 1 VA.Sequ (List A) — Int
sizeSequlList = countSequ sizeList.

It is interesting if not revealing to compare sumSequ and sumSequ’. Recall that an
element of type Sequ is a sequence of perfect binary leaf trees. The first function
processes the trees bottom-up: in each recursive step the nodes on the lowest level
are summed up (using mapSequ sumFork). By contrast, sumSequ’ operates in
two stages: while recursing countSequ constructs a tailor-made function of type
Fork' A — Int, which when applied reduces a perfect binary leaf tree in a single
top-down pass. Clearly, the latter algorithm is more efficient than the former.

A generic program The semantics of the size function for a container type T
is crystal clear: it counts the number of elements of type A in a given value of
type T A. This suggests that we should be able to program a generic function
size(T) ::VA.T A — Int, which works for all T. Note that the type signature of
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size is more involved than the signature of encode since size is indexed by a type
constructor rather than by a type. The type of size ensures that we can determine
the size of a list or a binary random-access list but not the size of a character or
an integer. Now, in order to define size(T) generically for all T' we must explicate
the structure of type constructors such as List, Fork and Sequ.

It turns out that we have to consider only one additional case, the identity
type given by AX .X. Here the upper-case lambda denotes abstraction on the
type level. Consequently, the generic size function is uniquely determined by the
following equations.

size(T) w VA.TA— Int
size(AX . X) a =1

size(AX . 1) u =0

size(AX . Char) c =0

size(AX . Int) i =0

size(AX .FX+GX)(inlf) = size(F)f
size(AX . F X +GX) (inr g) = size(G) g
size(l A X . F X xGX)(f,g) = size(F)[f+size(G) g

The type patterns on the left-hand side involve type abstractions since size is
parameterized by a type constructor. Consider, for example, the type pattern
AX.F X x G X. The type variables F and G range over type constructors.
The corresponding instance size(AX . F X x G X) :VA.F A x G A — Int can
then be inductively defined in terms of size(F) :VA.F A — Int and size(G) ::
VA.G A — Int. Let us consider each equation in turn. A container of type
(AX .X) A = A includes exactly only one element of type A; a container of type
(AX.1) A=1, (AX . Char) A= Char or (AX .Int) A = Int includes no elements
of type A. To determine the size of a container of type (AX . FF X + G X) A =
F A+ G A we must either calculate the size of a container of type F' A or that of
a container of type G' A depending on which component of the sum the argument
comes from. Finally, the size of a container of type (AX . F X x G X) A=F A x
G A is given by the sum of the size of the two components.

Note that the sizeList instance provides all the necessary information for defin-
ing the generic size function, since the definition of the list data type, List =
AX .14+ X x List X, involves the identity type, the unit type, a sum and a
product.

The generic definition allows us to determine the size of containers of arbi-
trary types. For instance, size(AA.Sequ (List A)) calculates the number of ele-
ments in a sequence of lists. If we specialize this instance we obtain a definition
similar to sizeSequList. Unfortunately, specializing size(Sequ) yields the linear-
time sizeSequ’ and not the logarithmic sizeSequ. In general, a ‘structure-strict’,
generic function has at least a linear running time. So we cannot reasonably
expect to achieve the efficiency of a handcrafted implementation that exploits
data-structural invariants. However, we will see later that we can derive sizeSequ
from the generic definition in a systematic way (Section 4.1.2).

Ad-hoc versus generic programs Giving ad-hoc definitions of functions like
encode, decodes and size is sometimes simple and sometimes involving. While the
generic definition is slightly more abstract, it is also to a high degree inevitable.
It is this feature that makes generic programming light and sweet. Further still,
the generic programmer need not deal with type abstraction and type recursion.
Genericity provides these cases ‘for free’.
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1.2 Overview

This thesis shows how to program and reason generically. We look at several
examples of generic programs and proofs and describe an extension to Haskell
that supports generic programming.

Chapter 2 provides the necessary background for reading this thesis. We sketch
Haskell’s type and class system and introduce the simply typed and the polymor-
phic A-calculus. The polymorphic A-calculus is used as the formal basis for the
generic programming extension.

Chapter 3 shows how to define generic values and explains how to specialize a
generic value to concrete instances of data types. We consider in increasing level
of difficulty: values such as encode that are indexed by types, values such as size
that are indexed by type constructors and finally values that are indexed by type
constructors of arbitrary kinds. The specialization is such that neither run-time
passing of types nor case analysis on types is required. This chapter is based on
the papers “A new approach to generic functional programming” ( )
and “Polytypic values possess polykinded types” ( ).

Chapter 4 which is concerned with generic reasoning introduces two generic
proof methods. The first method is a variant of fixed point induction. It can
also be used constructively to derive a generic program from its specification. The
second method builds on so-called logical relations. This chapter is based on the
papers “Polytypic programming with ease” ( ) and “Polytypic values
possess polykinded types” ( ).

Chapter 5 presents several examples of generic functions and associated generic
properties. In particular, we discuss generic implementations of dictionaries and
memo tables based on generalized tries. Generalized tries make a particularly
interesting application of generic programming since they can be modelled as a
type-indexed data type. This chapter is based on the papers “Generalizing gener-
alized tries” ( ) and “Memo functions, polytypically!” ( ).

Chapter 6 describes an extension to Haskell that supports generic program-
ming. We discuss the implementation and identify several extensions that are
useful in a practical setting. This chapter is based on the papers “A generic pro-
gramming extension for Haskell” ( ) and “Derivable type classes” (

).
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Chapter 2

Background

This chapter reviews background material that is needed in subsequent chapters.

All of the example programs in this thesis will be given in the functional pro-
gramming language Haskell 98 ( ). I generally as-
sume a passing familiarity with Haskell, its syntax and semantics. There are
several excellent textbooks on Haskell, which the reader may wish to consult. I
heartily recommend ( ), ( ) and ( ). However,
since types play a central role in this thesis, I will discuss Haskell’s type system
(Section 2.1) and its class system (Section 2.2) in some detail.

In the introduction we have already seen that generic programs are defined
by giving cases for the primitive type constructors ‘1’, ‘4+’, ‘x’ etc. Section 2.3
provides a more abstract view of these type constructors and introduces a set of
combinators that we will often use to define generic programs in a point-free style.

While we employ Haskell for the practical part, the language of choice for the
theoretical part is the polymorphic A-calculus. To prepare the ground we first
introduce the simply typed A-calculus in Section 2.4 and then the polymorphic
A-calculus in Section 2.5.

2.1 The type system of Haskell

Haskell offers one basic construct for defining new types: a so-called data type
declaration. In general, a data declaration has the following form:

dataBAl...Am = ]{}1 T11~-~T1m1|""kn Tnl---Tnmn~

This definition simultaneously introduces a new type constructor B and n value
constructors ki, ..., k,, whose types are given by

kj o VAlAmTﬂ—)—)TJmJ—)BAlAm

The type parameters Ay, ..., A, must be distinct and may appear on the right-
hand side of the declaration. If m >0, then B is called a parameterized type. Data
type declarations can be recursive, that is, D may also appear on the right-hand
side. In general, data types are defined by a system of mutually recursive data
type declarations.

The following sections provide numerous examples of data type declarations
organized in increasing order of difficulty.

REMARK 2.1 Haskell also offers type synonym declarations of the form
type BA, ... A, = T
and data type renamings of the form

newtype B A, ... A,, = kT.
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A type synonym introduces a type that is equivalent to the type on the right-hand
side, that is, B A; ... A,, merely serves as an abbreviation for 7. A data type
renaming introduces a new distinct type whose representation is the same as the
type on the right-hand side. The constructor k is used to coerce between the new
and the old type. a

2.1.1 Finite types

Data type declarations subsume enumerated types. In this special case, we only
have nullary value constructors, that is, m; = --- = m, = 0. The following
declaration defines a simple enumerated type, the type of truth values.

data Bool = false | true

Data type declarations also subsume record types. In this case, we have only
one value constructor, that is, n = 1.

data Fork A = fork A A

An element of Fork A is a pair whose two components both have type A. Haskell

assigns a kind to each type constructor. One can think of a kind as the ‘type’ of a

type constructor. The type constructor Fork defined above has kind x — %x. The

‘x” kind represents nullary constructors like Char, Int or Bool. The kind T — 4

represents type constructors that map type constructors of kind ¥ to those of kind

3. Note that the term ‘type’ is sometimes used for nullary type constructors.
The following types can be used to represent ‘optional values’.

data Maybe A
data A x. B

nothing | just A
null | pair A B

An element of type Maybe A is an ‘optional A’: it is either of the form nothing
or of the form just a where a is of type A. Elements of type A x, B are called
optional pairs. The type constructor Maybe has kind x — % and (x,) has kind
* — (x — ). Perhaps surprisingly, binary type constructors like (x,) are, in fact,
curried in Haskell.

2.1.2 Regular types

A simple recursive data type is the type of natural numbers.
data Nat = zero | succ Nat
The number 6, for instance, is given by
succe (suce (suce (suce (succe (suce zero))))).

The following alternative definition of the natural numbers is based on the
binary number system.

data BNat = endB | zeroB BNat | oneB BNat

Using this representation the number 6 = (011)2 reads (the bits are written from
least significant to most significant):

zeroB (oneB (oneB endB)).
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The most popular data type is without doubt the type of parametric lists:
data List A = nil| cons A (List A).

The empty list is denoted nil; cons a z denotes the list whose first element is
a and whose remaining elements are those of z. The list of the first six prime
numbers, for instance, is given by

cons 2 (cons 3 (cons 5 (cons T (cons 11 (cons 13 nil))))).

Haskell provides special syntax for lists: List A is written [ A] (the type constructor
List in isolation is written ‘[]’), nil and cons a = are written [] and a : z, respec-
tively. We already made use of this notation in the introduction. The operator for
list concatenation, also employed in the introduction, is defined

(—H—) b VA.[A] — [A] — [A]
(14 y =y
(a:z)Hy = a:(zHy).

The function (+) has a polymorphic type: [A] — [A] — [A] is a legal type
for all instances of the type variable A. Recall that we write polymorphic types
using explicit universal quantifiers, though this is not legal Haskell 98 syntax.
In Haskell 98 type variables are implicitly quantified: the type signature of list
concatenation is just (H):: [A] — [4] — [4].
In the sequel we require the function wrap that turns an element into a singleton

list:

wrap w VA.A— [A]

wrap a = [a].

The following definition introduces binary external search trees.
data Tree AB = leaf A| node (Tree A B) B (Tree A B)

We distinguish between external nodes of the form leaf a and internal nodes of
the form node I b r. The former are labelled with elements of type A while the
latter are labelled with elements of type B. Here is an example element of type
Tree Bool Int:

node (leaf true) 7 (node (leaf true) 9 (leaf false)).

The following data type declaration captures multiway branching trees, also
known as rose trees ( ).

data Rose A = branch A (List (Rose A))

A node is labelled with an element of type A and has a list of subtrees. An example
element of type Rose Int is:

branch 2 (cons (branch 3 nil)
(cons (branch 5 nil)
(cons (branch 7 (cons (branch 11 nil)
(cons (branch 13 nil) nil))) nil))).

The type Rose falls back on the type List. Instead, we may introduce Rose using
two mutually recursive data type declarations:

data Rose’ A = branch’ A (Forest A)

data Forest A = nilF | consF (Rose’ A) (Forest A).
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Now Rose’ depends on Forest and vice versa.

The type parameters of a data type may range over type constructors of ar-
bitrary kinds.! The following generalization of rose trees, that abstracts over the
List data type, illustrates this feature.

data GRose F A = gbranch A (F' (GRose F A))

A slight variant of this definition has been used by to extend an
implementation of priority queues with an efficient merge operation. The type
constructor GRose has kind (x — x) — (* — ), that is, GRose has a so-called
second-order kind where the order of a kind is given by

order(*) = 0
order(¥ — ) = maz{l+ order(%), order(l)}.

Applying GRose to List yields the type of rose trees.

The following data type declaration introduces a fixed point operator on the
level of types. This definition appears, for instance, in ( )
where it is employed to give a generic definition of so-called cata- and anamor-
phisms.

newtype Fiz F = in (F (Fiz F))
data ListBase A B = nilL| consL A B

The kinds of these type constructors are Fiz :: (x — x) — % and ListBase :: x —
(¥ — %). Using Fiz and ListBase the data type of parametric lists can alternatively
be defined by

type List A = Fix (ListBase A).

Here is the list of the first six prime numbers written as an element of type
Fizx (ListBase Int):

in (consL 2 (in (consL 3 (in (consL 5
(in (consL 7 (in (consL 11 (in (consL 13 (in nilL))))))) )))))-

2.1.3 Nested types

A regular or uniform data type is a parameterized type whose definition does
not involve a change of the type parameter(s). The data types of the previous
section are without exception regular types. This section is concerned with non-
regular or nested types ( ). We have already remarked
that nested data types are practically important since they can capture data-
structural invariants in a way that regular data types cannot. The following data
type declaration, for instance, defines perfectly balanced, binary leaf trees (
)—perfect trees for short.

data Perfect A = zeroP A | succP (Perfect (Fork A))

This equation can be seen as a bottom-up definition of perfect trees: a perfect tree
is either a singleton tree or a perfect tree that contains pairs of elements. Here is
a perfect tree of type Perfect Int:

succP (succP (succP (zeroP (fork (fork (fork 2 3)
(fork 57))
(fork (fork 11 13)
(fork 17 19)) )))).

!Note that Miranda (trademark of Research Software Ltd), Standard ML, and previous ver-
sions of Haskell (1.2 and before) only have first-order kinded data types.
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Note that the height of the perfect tree is encoded in the prefix of succP and zeroP
constructors.

In the introduction we have already encountered Okasaki’s type of binary
random-access lists ( ).

data Sequ A = endS
|  zeroS (Sequ (Fork A))
|

oneS A (Sequ (Fork A))

Recall that this definition captures the invariant that binary random-access lists
are sequences of perfect trees stored in increasing order of height. Using this
representation the sequence of the first six prime numbers reads:

zeroS (oneS (fork 2 3) (oneS (fork (fork 57) (fork 11 13)) endS)).

REMARK 2.2 Binary random-access lists are modelled after the binary number
system (while ordinary lists are modelled after the unary representation of the
natural numbers). For instance, ‘consing’ an element to a random-access list cor-
responds to incrementing a binary number:

mcB 2 BNat — BNat

incB endB = oneB endB

incB (zeroB b) = oneB b

incB (oneB b) = zeroB (incB b)

consS w VA.A — Sequ A — Sequ A
consS a endS = oneS a endS

consS a (zeroS' s) = oneSas

consS a (oneS o’ s) = zeroS (consS (fork a a') s).

For a more in-depth treatment of the correspondence between number systems
and container types the reader is referred to ( ; ). O

The types Perfect and Sequ are examples of so-called linear nests: the param-
eters of the recursive calls do not themselves contain occurrences of the defined
type. A non-linear nest is the following type taken from ( ):

data Bush A = nilB | consB A (Bush (Bush A)).

An element of type Bush A resembles an ordinary list except that the i-th element
hast type Bush' A rather than A. Here is an example element of type Bush Int:

consB 1 (consB (consB 2 nilB)
(consB (consB (consB 3 nilB) nilB) nilB)).

Perhaps surprisingly, we will get to know a practical application of this data type
in Section 5.5, which deals with so-called generalized tries.

Finally, let us take a look at some higher-order nests where the type parameter
that is instantiated in a recursive call ranges over type constructors rather than
types.

data FMapFork FA'V = trieFork (FA (FA V))

data FMapSequ FA'V = nullSequ
| trieSequ (Maybe V')
(FMapSequ (FMapFork FA) V)

(FA (FMapSequ (FMapFork FA) V))
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The types FMapFork, FMapSequ :: (x — *) — (x — %) represent the generalized
tries for Fork and Sequ. These types will be explained in Section 5.5. Note
that the type constructor FMapFork is the type-level counterpart of the function
twice f x = f (f x), which applies a given function twice to a given value.

Here is another example of a nested data type of second-order kind:

type Square A = Square’ Nil A

data Square’ F A = zeroM (F (F A)) | succM (Square’ (Cons F) A)
data Nil A = nilN

data Cons I' A = consC A (F A).

The type constructors have kinds Square, Nil :: x — x and Square’, Cons :: (x —
*) — (x — x). The type Square implements square n X n matrices (

; ). In contrast to common representations, such as lists of lists,
the ‘squareness’ constraint is automatically enforced by the type system. As an
example, here is a square matrix of size 3:

suceM (suceM (suceM (

(consC (consC ay1 (consC aya (consC ayz nilN)))
(consC (consC agy (consC aga (consC agg nilN)))
(consC (consC agy (consC age (consC azz nilN)))
( )

nilN)))) )))-

Note that the dimension of the matrix is encoded in the prefix of succM and zeroM
constructors.

2.1.4 Functional types

Data types may also contain functional types as the following declaration taken
from ( ) illustrates.

data SP AB = put B(SP A B)|get (A— SP AB)

The name SP stands for ‘stream processor’. Think of an element of type SP A B
as a process that receives messages of type A and sends messages of type B. Here
is a simple stream processor that resends each ingoing message twice.

double = VA.SPAA
double = get (Aa — put a (put a double))

As another example, consider the operator (3>) that serially composes two stream
Processors.

() . VABC.SPAB—SPBC—SPAC
sp1 > put ¢ spy = put ¢ (sp; =>> spy)

put b spy >> get fspy = spy 3> fspy b

get fspy > spy = get (\a — fspy a>> spy)

For instance, double >> double is a stream processor that resends each ingoing
message four times.
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2.2 The class system of Haskell

2.2.1 Type classes

The major innovation of Haskell is its support for overloading, based on type
classes. For example, the Haskell Prelude defines the class Fgq:

class Fq A where
(=2),(#) = A— A— Bool

ai # ap not (a1 == ag)
a1 == aa = not (a1 # az).

This class declaration defines two overloaded top-level functions, called methods,
whose types are

(::), (74) : VA (Eq A) = A — A — Bool.

Before we can use (==) on values of, say Int, we must explain how to take equality

over Int values:
instance Fq Int where

(=) = equallnt.

Here we suppose that equallnt :: Int — Int — Bool is provided from somewhere.
The instance declaration makes Int an element of the type class Fq and says ‘the
(==) function at type Int is implemented by equallnt’. The (#) method need not
be explicitly defined since the class definition provides a default declaration for
(5£): it is simply the negation of the code for (=z). In fact, the class declaration
specifies default methods for both (==) and (3£). So you can either give a definition
for (=), or a definition for (), or both. However, if you specify neither, then you
will get an infinite loop.

How can we take equality of lists of values? Two lists are equal if they have
the same length and corresponding elements are equal. Hence, we require equality
over the element type:

instance (Eq A) = Eq (List A) where

nil == nil = true
nil == cons as T = false
cons ay 11 == nil = false
CONS A1 T == CONS Gy Ty = Q] == Gy N\ T == To.

This instance declaration says ‘if A is an instance of Fq, then List A is an instance
of Eq, as well’.

Though type classes bear a strong resemblance to generic definitions, they do
not support generic programming. A type class declaration corresponds roughly
to the type signature of a generic definition—or rather, to a collection of type sig-
natures. Instance declarations are related to the type cases of a generic definition.
The crucial difference is that a generic definition works for all types, whereas in-
stance declarations must be explicitly provided by the programmer for each newly
defined data type. There is, however, one exception to this rule. For a hand-
ful of built-in classes Haskell provides special support, the so-called ‘deriving’
mechanism. For instance, if you define

data List A = nil| cons A (List A) deriving (Eq)
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then Haskell generates the ‘obvious’ code for equality. What ‘obvious’ means is
specified informally in an Appendix of the language definition (

).

REMARK 2.3 The idea suggests itself to use generic definitions for specifying de-
fault methods so that the programmer can define her own derivable classes. This
idea is pursued further in . a

2.2.2 Constructor classes

Type classes may also abstract over type constructors, in which case they are
called constructor classes ( ). For instance, the Haskell Prelude defines
the class Functor:

class Functor F where
fmap = VAB.(A— B)— (F A— F B).

The method fmap is the so-called mapping function for the data type F. The
mapping function applies a given function to each element of type A in a given
container of type F' A. We have already encountered the mapping functions of the
data types List, Fork and Sequ in the introduction. Here is the mapping function
of List rephrased as an instance of Functor:

instance Functor List where
fmap f nil = nil
fmap f (cons a as) = cons (f a) (fmap [ as).

The term ‘functor’ stems from a branch of mathematics called category theory,
which is concerned with the study of algebraic structure. I will say more about
category theory in Section 2.3. For the moment let me only remark that every
instance of Functor should satisfy the so-called functor laws:

fmap id = i (functor law)
fmap (f -g) = fmap [ - fmap g. (—r—)

That is, frmap respects identity and composition.

Another important example of a constructor class is the Monad class. Again,
monads have their roots in category theory. In the early nineties Moggi proposed
them as a means to structure denotational semantics ( , ). Wadler popu-
larized Moggi’s idea in the functional programming community by using monads to
structure functional programs ( , , ). In Haskell monads are captured
by the following class definition.

class Monad M where

return : VA.A— M A

(>=) @ VAB.MA—(A—MB)— MB
(>) @ YVABMA—-MB—-MB

fail = VA.String - M A

m>n = m>=kn

fail s = errors

The essential idea of monads is to distinguish between computations and values.
This distinction is reflected on the type level: an element of M A represents
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a computation that yields a value of type A. A computation may involve, for
instance, state, exceptions, or nondeterminism.

The trivial computation that immediately returns the value a is denoted by
return a. The operator (=), commonly called ‘bind’, combines two computations:
m >= k applies k to the result of the computation m. The derived operation
(>) provides a handy shortcut if one is not interested in the result of the first
computation. The operation fail is used for signaling error conditions. Note that
fail does not stem from the mathematical concept of a monad, but has been
added to the monad class for pragmatic reasons, see (

, Section 3.14).
The operations are required to satisfy the following so-called monad laws.

return a >=k = ka (monad law)
m >= return = m (——1—)
(m>>:k1)>>:k2 m>ﬁ()\a—>k1a>ﬁk2) (7“7)

Roughly speaking, return is the unit of (>>=) and (>>=) is associative. The
monoidal structure becomes more apparent if the laws are rephrased in terms
of the monadic composition, see below.

Several data types have a computational content. For instance, the type Maybe
can be used to model exceptions: just a represents a ‘normal’ or successful com-
putation yielding the value a while nothing represents an exceptional or failing
computation. The following instance declaration shows how to define return and
(>=) for Maybe.

instance Monad Maybe where

return = just
nothing >=%k = nothing
just a >=k = ka
fail s = nothing

Thus, m >=k can be seen as a strict postfix application: if m is an exception, the
exception is propagated; if m succeeds, then k is applied to the resulting value.

Another well-known application of monads is to model programs that use an
internal state. Stateful computations can be represented by functions, so-called
state transformers, that map an initial state to some value paired with the final
state.

newtype StateT S A = StateT (S — (4,95))
applyST w VS A StateT S A— S — (4,5)
applyST (StateT st) s = sts
instance Monad (StateT S) where
return a = StateT (As — (a,s))
m>=k = StateT (As — let (a,s’) = applyST m s in applyST (k a) ')

We will apply state monads in Section 5.2.2.

Despite appearances, Functor and Monad are closely related. Though this is
not reflected in the class declarations, every monad is also a functor. The following
definition shows how to define the mapping function in terms of bind and return.

mmap VM A B.(Monad M)= (A— B)— (M A— M B)
mmap f m = m>= (return - f)

So, mmap f m applies f to the result of the computation m.
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(©)

my <>m2

A procedure is a function of type A — M B that maps values to computations.
The following operator, called monadic composition, composes two procedures.
Contrary to the usual composition it also takes care of computational effects.

VM ABC.(Monad M)=(A—-MB)—-(B—-MC)—(A—-MC)
= Ada— my a>=my

The monad laws are easier to remember if we rephrase them in terms of the
monadic composition:

return & k = k (monad law)
k < return = k (——n—)
(ki Ok) Ok = k1< (k€ ko). (—n—)

2.3 Category theory

We have seen in the introduction that generic programs are defined by giving
cases for the unit type ‘1’, for sums ‘+’ and for products ‘x’ (and possibly for
additional type constructors such as Char or Int). This section provides a more
abstract account of these type constructors. In particular, we will introduce a
set of combinators and associated laws that has proven its worth in functional
programming, reasoning and program derivation.

The structuring principles underlying the combinators are taken from a branch
of mathematics known as category theory. Broadly speaking, category theory is
concerned with the study of algebraic structure. The following overview, which
summarizes the main definitions, has been compiled from a number of sources,
most notably, ( : ;

; ). The following treatment is rather dense. For
a more leisurely exposition the reader is referred to the textbook by
or to the excellent tutorial on generic programming by

2.3.1 Categories, functors and natural transformations

A category C consists of a class of objects and a class of arrows. Every arrow f
is assigned two objects, a source and a target, written f : A — B. For each object
A there is an identity arrow id4 : A — A and for each pair of arrows f: A — B
and g: B — C there is a composed arrow ¢ - f: A — C. Identity and composition
must satisfy f-idg = f =ida-fand (f-g)-h=f-(g-h). The opposite category
of C, denoted C°P, has the same objects and arrows as C, but the source and the
target of each arrow are interchanged.

The syntax of a functional programming language such as Haskell can be seen
as a category where the objects are types (or rather, equivalence classes of types)
and the arrows are terms of the appropriate types (or rather, equivalence classes
of terms). Identity and composition are then given by

id w VAA- A
id a = a
() : VABC.(B—-C)—(A—B)— (A— ()

(f-9)a = [f(ga)
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Other examples of categories are Set, the category of sets and total functions, or
Cpo, the category of complete partial orders and continuous functions, see Sec-
tion 2.3.8.

A functor F :C — DD is a structure-preserving mapping between categories. It
consists of an object part that maps objects of C to objects of D and an arrow
part that maps arrows of C to arrows of D such that F' id = id and F (f - g) =
F f-F g. A functor F:C — D or F:C — D° is called a contravariant
functor from C to D (the usual case being styled covariant). In Haskell, a functor
is given by a unary type constructor F'::x — % and an associated mapping function
mapF YA B.(A— B) — (F A— F B).

A natural transformation o« : F — G : C — D is a mapping between functors
F,G:C — D. It assigns an arrow a4 :: FF A — G A, called a component, to each
object A of C such that

Gh'OéA = aB-Fh,

for all h: A — B. This property is called the naturality condition. In Haskell, a
natural transformation is a polymorphic function. For instance, the polymorphic
function wrap :: VA. A — [A] can be seen as a natural transformation between
Id and [] (Haskell’s notation for List). The associated naturality condition is
map h - wrap = wrap - h (where map is the mapping function of []).

2.3.2 Initial objects

An object ‘0’ is called initial if for each object A there is exactly one arrow,
written i4, of type 0 — A. The uniqueness of i4 can be expressed as the following
equivalence

h=ia = h:0—- A,
which is known as the universal property of ‘0’. In Set the initial object is the
empty set. In Haskell ‘0’ can be defined using a nullary sum (at least this was
possible in Haskell 1.4; Haskell 98 abolished nullary sums):
data0 =
i w VA.0— A
in case n of {}.

REMARK 2.4 Let us assume for the moment that the denotations of Haskell types
and Haskell functions live in Set so that the above declaration defines the empty
set. Section 2.3.8 is devoted to finding a suitable category for Haskell. O

2.3.3 Terminal objects

An object ‘1’ is called terminal if for each object A there is exactly one arrow,
written !4, of type A — 1:

h=1, = h:A—1.

In Set every one-element set is terminal (as for all universal constructions terminal
objects are unique up to unique isomorphism). In Haskell ‘1’ can be defined by

datal = ()
! n VA.A—1
la 0.
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REMARK 2.5 Initial and terminal objects are examples of dual concepts: an object
that is initial in the category C is terminal in the category C°P. a

2.3.4 Products

A product of two objects A and B consists of an object, written A x B, and two
arrows outl : A Xx B — A and outr: A x B — B. Products are required to satisfy
the following universal property: for each pair of arrows f: C — Aand g: C — B
there exists an arrow, written f A g: C — A x B, such that

h=fang = outl-h=f N outr-h=g,

for all h: C — A x B. The universal property of products states that f A ¢ is
the unique arrow satisfying the equations on the right. The arrows outl and outr
are sometimes called projections and the combinator (A) is known as the ‘split’
operator. In Set products are given by pairing.

If a category has products for each pair of objects, ‘x’ can be made into a
so-called bifunctor whose associated mapping function is given by:
(f - outl) A

fxg = (g - outr).

The bifunctor laws and several other laws are implied by the universal property:

outl - (f A g) = f (A-computation law)
outr-(fng) = g ( ! )
outl - (f x g) = f-outl (x-computation law)
outr - (f x g) = g oulr ( " )
outl A outr = id (reflection law)
(foag)-h = (f-h)a(g-h) (A-fusion law)
id x id = ud (bifunctor law)
(f xg)- (b x k) (f-h) x(g-k) (——r—)
(fxg)-(hak) = (f-h)r(g-k). (x-A-fusion law)

In Haskell products can be defined as follows:

dataAx B = (A4,B)

outl VAB.AxB— A

outl (a,b) = a

outr @ VAB.AxB—B

outr (a,b) = b

(n) w2 VABC.(C— A)— (C—B)— (C— AxB)

(fag)e = (fego

(x) i VA; A By By (A1 — Ay) — (By — By) — (A1 X By — Ay X Ba)
(f xg)(a;0) = (fa,gb).

2.3.5 Coproducts

Coproducts are dual to products.
A coproduct of two objects A and B consists of an object, written A 4+ B, and
two arrows inl: A — A+ B and inr: B — A+ B. Coproducts are required to
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satisfy the following universal property: for each pair of arrows f: A — C and
g : B — C there exists an arrow, written f V g: A+ B — C, such that

h=fvg = h-inl=fnNh-inr=g,

for all h: A+ B — C. The universal property of coproducts states that f V g is
the unique arrow satisfying the equations on the right. The arrows inl and inr
are sometimes called injections and the combinator (V) is known as the ‘case’ or
‘junk’ operator. In Set coproducts are given by disjoint unions.

If a category has coproducts for each pair of objects, ‘+’ can also be made into
a bifunctor whose associated mapping function is:

f+g = C(@nl-f)v (inr-g).

The universal property implies the bifunctor laws and several other laws:

(f v g)-inl = f (V-computation law)
(GFvg)-inr = g S
(f +g)-in = nl-f (+-computation law)
(f+g)-inr = inr-g ( I )
inl V inr = id (reflection law)
h-(fVg) = (h-f)vi(h-g) (v-fusion law)
id + id = id (bifunctor law)
(f+g)-(ht+k) = (f-h)+(g-Fk) (——r—)
(fvg-(h+tk) = (f-h)V(g-Fk) (V-+-fusion law)

In Haskell coproducts can be defined as follows:

data A+ B = inl A|inr B

(V) @ VABC.(A—-C)—(B—-C)—(A+B— ()

(fvyg)(inla) = fa

(fvyg) (inrd) = gb

(—|—) o VAl A2 B1 BQ . (A1 — Ag) — (Bl — BQ) — (Al + Bl — A2 + BQ)
(f+9) (inla) = inl(fa)

(f+g) (inrb) = inr(ghb).

2.3.6 Exponentials

Assume that we have a category with a terminal object and products. An exponent
of two objects A and B is an object, written B4, and an arrow eval: B4 x A — B.
Exponents are required to satisfy the following universal property: for each arrow
f:A x B — C there exists an arrow, written curry f : A — CP, such that

g=curry f = eval-(g xid) =,

for all g: A — CPB. If a category has a terminal object, products, and for every pair
of objects the exponential B4 exists, the category is said to be cartesian closed.
In Set, which is cartesian closed, exponents are sets of total functions.

REMARK 2.6 An alternative characterization of exponentials is based on the iso-
morphism A x B — C =2 A — CPB, which allows us to turn a binary function
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f:A x B — C into a unary, higher-order function curry f: A — C? and conversely
a function g: A — CP into a function uncurry g: A x B — C. The universal
property reads:

g=curry f = uncurry g=/f.

The arrows eval and uncurry are interdefinable: uncurry g = eval - (g X id) and
eval = uncurry id. O

Contrary to products and coproducts, (—)(_) cannot be made into a bifunctor.

Rather, (—)(_) serves as an example of a so-called difunctor. A difunctor is con-
travariant in its first argument and covariant in its second. Its mapping function
is given by

g/ = curry (g-eval - (id x f)).

As usual, the universal property implies the difunctor laws and several others:

eval - (curry f xid) = f (computation law)
curry (eval - (g x id)) = ¢ ( n )
curry eval = id (reflection law)
curry f - g = curry (f - (g x id)) (fusion law)
id™ = i (difunctor law)
o i = (g-B™ ()

In Haskell exponents are simply function spaces.

type B4 = A— B

curry 2 YVABC.(AxB— C)— (A— CP)

curry f a b = f(a,b)

uncurry 2 VABC.(A— CB)— (Ax B— (C)

uncurry g (a,b) = gab

eval 2 YAB.BAxA—B

eval (f,a) = fa

(—)(7) i VA) As By By (Aa — Ay) — (B — By) — (BIA1 — BQAz)
g = AMi—goh-f

Note that the pointwise definition of the mapping function is much simpler than
the point-free definition in terms of eval and curry.

2.3.7 Isomorphisms

An isomorphism is an arrow i : A — B that has an inverse, written i~ ! : B — A,
such that 4714 = id4 and i-i~! = id . If there exists an isomorphism i: A — B,
A and B are said to be isomorphic, and we write i: A = B:i~! or simply A = B.

A natural transformation is called a natural isomorphism if its components are
isomorphisms. For instance, the natural transformation swap: A x B — B x A =
outr A outl is an isomorphism with associated naturality property:

(g x f)-swap = swap-(f x g).
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In every category with a terminal object and products there exist the following
natural isomorphisms:

unit 1x A
swap A X B
assocl : A x (B x C)

A : ununit
B x A D swap
(Ax B)x C : assocr.

1R 1R

Dually, in every category with an initial object and coproducts there exist the
following natural isomorphisms:

zero 0+A4 = A : unzero
marror A+B = B+ A . marror
A+(B+C) 2 (A+B)+C.

A category with products and coproducts is called distributive if there exist natural
isomorphisms:

O0x A
distt : (B+C)x A

0
(Bx A)+(C x A) : wundistl.

111

The function distl distributes ‘x’ leftward through ‘+’. Note that any cartesian
closed category that has coproducts is distributive.
Finally, in a cartesian closed category there exist natural isomorphisms:

AV =1

Al = A
AB+C o AB % AC’
ABXC o (AB)C.

These isomorphisms are also known as the laws of exponentials.
Here are some of the isomorphisms programmed in Haskell.

unit w VA 1IxA— A

unit ((), a) = a

ununit w VA A—-1xA

ununit a = ((),a)

swap 2 VAB.AxB—-BxA

swap (a,b) = (b,a)

assocl 2 VABC.Ax(Bx(C)—(AxB)xC
assocl (a, (b, c)) = ((a,b),c)

assocr 2 VABC.(AxB)x (C—Ax(BxCC)
assocr ((a,0),¢) = (a, (b, )

distl  VABC.(A+B)x C — (Ax C)+ (B x C)
distl (inl a, c) = nl (a,c)

distl (inr b, c) = nr (b, c)

undistl @ VABC.(Ax(C)+(BxC)—(A+B)xC
undistl (inl (a,c)) = (inl a,c)

undistl (inr (b,c)) = (inrb,c)

2.3.8 Fixed points

In the previous sections we have shown how to implement each of the categorical
constructions in Haskell. We tacitly assumed that we are working in the category



30

Background

Set, the category of sets and total functions. Unfortunately, full Haskell cannot
be given a semantics in Set since Haskell provides unbounded recursion. It is a
lamentable fact that cartesian closure, coproducts and fixed points cannot coexist,
see ( ). A category has fixed points if for every object A
there is a fixed point combinator fiz , : A4 — A. A cartesian-closed category that
has coproducts and fixed points is a preorder, that is, A = 1 for every object A.

The usual resort is to work with complete partial orders and continuous func-
tions instead of sets and total functions. Recall that a partially ordered set is
complete if every directed subset has a least upper bound; it is pointed if it has
a least element. A function is continuous if it preserves least upper bounds; it is
strict if it preserves the least element. Let D be a complete, pointed partial order
and let ¢ : D — D be a continuous function. The fixed point theorem then shows
that | [{¢™(L) | n € N} is the least fixed point of ¢.

Now, sacrificing one of the three properties ‘cartesian closure’, ‘has coproducts’,
or ‘has fixed points’ we obtain one of the following three categories:

Cpo, the category of complete partial orders and continuous functions: it has
categorical products (the cartesian product ‘x’); it is cartesian closed; it has cat-
egorical coproducts (the disjoint union ‘@’); @ is the initial object; { L} is the
terminal object; it has fixed points for every pointed object (however, if D is not
pointed, then a continuous function ¢ : D — D may not have a fixed point).

Cppo, the category of complete, pointed partial orders and continuous functions:
it has categorical products (the cartesian product ‘x’); it is cartesian closed; it
has no coproducts and no initial object; { L} is the terminal object; it has fixed
points on every object.

Cpo |, the category of complete, pointed partial orders and strict, continuous
functions: it has products (the cartesian product ‘x’), but it is not cartesian
closed; it is, however, monoidally closed (the smash product ‘®’ and the space
‘o—" of strict continuous functions form a monoidal closure?); it has categorical
coproducts (the coalesced sum ‘@’ see below); { L} is both initial and terminal.

2.3.9 A semantics for data declarations

Each of the three categories listed in the previous section can be used to give a
semantics for Haskell. For instance, show how to
interpret Haskell in Cpo by restricting the fixed point operator to pointed objects.
The last category, Cpo | , is particularly attractive, since it allows to define a precise
semantics for Haskell’s data construct (including strictness annotations). To this
end let us introduce three constructions on partially ordered sets: lifts, coalesced
sums (or amalgated sums) and smash products (or strict products):

D. {(0,6) o} u{L}
DoE {(0,6) |6 eD\{L}}u{(l,e)[ec EN{L}}U{L}
DRE = {(6e|deD\{L}ecE\{L}}U{L}

Given these constructions the right-hand side of the data type declaration
dataB Ay ... Ay, = ki Tir oo Toy | oo [k Tha oo Tom,
is interpreted by
(D11)1 @ @ D1y ) 1) B+ @ (Dn1)L @+ @ (D, ) 1)

2Monoidal closure is similar to cartesian closure except that the product (here, the smash
product) is not a categorical product but a tensor product (
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where D;; is the interpretation of Tj; (if the type T;; has a strictness flag ‘", then
D;j is not lifted). Since 0y @D = Dand 1, ® D = D (where 0 =@ and 1 = {L}),
weset D1 @®---® D, =0, and Dy ® ---® D, =1, for n = 0. Consequently, the
data type declarations (corresponding to ‘0°, ‘1’, ‘47, ‘x’ and ‘®Q’)

data Void

data () = 0

data Either AB = left A| right B
data (4, B) = (4,B)

data Smash A B = smash!A!B

are interpreted by (mixing syntax and semantics)

Void = Ol

0 = 1,
Either AB = A, & B,
(A, B) = A, ®B;
Smash AB = AQ®B.

Note that A; @ B, is isomorphic to the so-called separated sum (usually written
‘+’) and that A} ® B = (A x B), is a lifted product.

Not only sums and products are lifted in Haskell, but also functional types,
that is, T — U is interpreted by [D — E]. = [Dyo— E], where D is the
interpretation of 7' and F is the interpretation of U. Unfortunately, this implies
that n-conversion is not valid since Aa. 1 =Xa. 1l a # L.

The bottom line of all this is that almost none of the laws we have seen so
far holds in Haskell. Or, to put it positively, most of the laws are subject to side
conditions. For instance,

h=fvg = h-inl=fNh-inr=gyg

holds only for strict h: A+ B — C.

Somewhat ironically, even uncurry (curry f) = f does not hold in Haskell?,
since Haskell has lifted products.

2.4 The simply typed A-calculus

This section deals with the simply typed A-calculus, its syntax and semantics.
Essentially, it prepares the ground for the next section which is dedicated to the
polymorphic A-calculus. Besides, we will introduce the main proof technique used
in this thesis, which is based on so-called logical relations. For a more leisurely
exposition the reader is referred to the excellent textbook by Mitchell ( ).

3Recall that Haskell is named after the logician Haskell B. Curry.
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ream (T-CONST-FORM)

T: % U:x (x-FORM) T: % U::x (—-FORM)
- - - —

(T x U):x (T - U):*
Figure 2.1: Type formation rules.

2.4.1 Syntax

Syntactic categories The simply typed A-calculus has a two-level structure.

type constants C,D € Const
type terms T, U € Type
individual constants c,d € const
individual variables a,b € var
terms t,u € term

We use upper-case Roman letters for types and lower-case Roman letters for terms.

Types Type terms are formed according to the following grammar.

T,U € Type == C type constant
| TxU product type
|

T—-U function type

We agree upon the convention that ‘x’ and ‘—’ associate to the right, that is,
T, — Ty — T3 stands for T; — (To — T3).

The construction of type terms can alternatively be formalized using so-called
type formation rules, see Figure 2.1. Here, ‘x’ denotes the ‘type’ of types.

Terms Terms are built from constants and variables using pairing, projection,
abstraction, application and recursion. It is convenient to assume that constants
and variables are typed, that is, a constant or a variable is a pair consisting of a
name and a type usually written s:: T. If s:: T is a typed constant or a typed
variable, we define ‘type (s:: T) = T’. Furthermore, we assume that for each
type there is an infinite number of typed variables (we could set, for instance,
var = X* X Type where ¥ is some non-empty alphabet). Pseudo-terms (also called
raw terms) are formed according to the following grammar.

t,u € term = ¢ constant
| a variable
| (t1, t2) pairing
| outlt projection
| outrt projection
|  Xa.t abstraction
| tu application
| fixt recursion

Here, (t1, t2) denotes pairing, outl ¢ projects onto the first component of ¢, outr ¢
projects onto the second component, Aa .t denotes abstraction, ¢ u denotes ap-
plication, and fiz ¢ denotes the fixed point of t. We assume that application
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—— (consT) —— (VAR)
c:type c a ::type a
tl . T1 tg o T2
(tl, tg) s (Tl X T2 (X_INTRO)
= (T T = (T T
tu(Ty x T) (X-ELIM-L) tu(Ty x T) (X-ELIM-R)
(outl t) :: Ty (outr t) :: Ty
t:T (-INTRO) t:(U—V) u: U (—-BLIM)
—- —-
(Aa.t):: (typea — T) (tu):=:V
te(U—=U
Q (le)

(fix t):: U

Figure 2.2: Typing rules.

associates to the left and that abstraction extends as far to the right as possible.
Finally, we abbreviate nested abstractions Aaj . ... Aay, .t by Aay ... G - t.

REMARK 2.7 The fairly standard syntax for abstraction is different from Haskell
syntax: Aa.t is written Aa — ¢ in Haskell. Keep this in mind when reading the
examples in later chapters, which usually employ Haskell syntax. ]

Pseudo-terms are syntactically well-formed but they may be ill-typed. Con-
sider, for instance, the pseudo-term ¢ ¢ where ¢ is some constant of type C. A
pseudo-term ¢ is called a term if there is some type T such that ¢:: T is derivable
using the typing rules depicted in Figure 2.2. It is worth noting that since con-
stants and variables are annotated with their types, we do not require an explicit
typing environment.

The axiomatic semantics of the simply typed A-calculus is given by the con-
vertibility relation.

DEFINITION 2.8 The convertibility relation, denoted ‘<’ is given by the following
axioms

outl (tl, tg) s tl (7T1)
outr (t, t2) o 1y (1)
(outl t,outr t) <« t (m)
(Aa.t)u —  tla:=u] (B)
Aa.ta o a not free in t ()
fixt < t(fixt) (1)
plus rules for reflexivity, symmetry, transitivity and congruence. ad

2.4.2 Semantics

This section is concerned with the denotational semantics of the simply typed
A-calculus. There are two general frameworks for describing the semantics: en-
vironment models and models based on cartesian closed categories. We will use
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environment models for the presentation since they are somewhat easier to under-
stand. Since the term language includes a fixed point operator, we will furthermore
restrict ourselves to domain-theoretic interpretations, where a domain is an alge-
braic semilattice—a complete partial order with some additional properties, see
( ). If D and E are domains, then [D — E] denotes the set
of all continuous functions from D to E.

The definition of the semantics proceeds in three steps. First, we introduce so-
called applicative structures, and then we define two conditions that an applicative
structure must satisfy to qualify as a model.

DEFINITION 2.9 An applicative structure £ is a tuple (E,outl, outr, app, const)
such that

e E=(ET | T € Type) is a family of domains,

e outl = (outly y | T, U € Type) and outr = (outrp y | T, U € Type) are
families of continuous functions with outlr ¢ : [ET*Y — ET] and outry 1 :
[ET*U — EY], and

e app = (appy y | T, U € Type) is a family of continuous functions with
appy y: [ET7Y — [ET — EV]], and

e const: const — E is a mapping from individual constants to values such that
const(c) € ET for all ¢ € const with T' = type c.

A type frame is an applicative structure such that
e ETXU CET x EY, outly 7 (0,¢) =6 and outrr 7 (6,€) = ¢, and
e ET"V CET - EY and appr i ¢ 6 = ©(6). O

The first condition on models requires that two elements representing pairs are
equal if they have the same components and that equality between elements of
function types is standard equality on functions.

DEFINITION 2.10 An applicative structure £ = (E, outl, outr, app, const) is ex-
tensional, if

o YV, m € ETXU (outl m; = outl 73 N outr m; = outr ™) D 7 = 7y, and
® V1,02 € ETTV (V6 € ET Lapp @1 6 = app 92 §) D ¢1 = . O

The second condition on models ensures that the applicative structure has
enough points so that every term containing pairs and A-abstractions can be as-
signed a meaning in the structure. To formulate the condition we require the
notion of an environment. An environment 7 is a mapping 7 : var — E such that
n(a) € ET for all a € var with T = type a. If 5 is an environment, then 7(a := )
is the environment mapping a to § and b to n(b) for b different from a.

DEFINITION 2.11 An applicative structure £ = (E, outl, outr, app, const) satisfies
the environment model condition if the clauses below define a total meaning func-
tion, where the meaning function is defined by induction on the structure of typing
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derivations.

Elt = Tn e ET
Ele:: Tn = const(c)
Ela = T]n = n(a)
E[(t1, ) = (Ty x Ty)]yp = the unique 7 € ET**72 such that

outly, 7, m =&t = T1]n and

outrp, 7, ™= Efte :: Toln
El(outl t) :: Th]n = outly, 7, (€[t T1 x Ta]n)
El(outr t) :: Ta]n = outrp, 7, (E[t:: Ty x Ta]n)
E[(Xa.t)::(S— T)p = the unique p € ES~7 such that

V5 € E® .appg 1 ¢ 6 = E[t 2 Tn(a =)
El(t w) = Vn — appyy (L¢3 U — VIn) (€[us Uln)
El(fiz t) = Uln = | f{onInenN}

where dg = 1
dny1 = appy y (E[t= U — Uln) on

An extensional, applicative structure that satisfies the environment model condi-
tion is called an environment model for the simply typed A-calculus. O

Note that extensionality guarantees the uniqueness of the elements 7 and ¢ whose
existence is postulated in the third and in the sixth clause, respectively. So an
extensional, applicative structure might only fail to satisfy the environment model
condition if ET**T2 or ES~T does not contain enough elements. As an aside,
the clause for E[(Aa.t) :: (S — T)]n can be written more succinctly using meta
abstraction and inverse application:

Elra.t):(S—T)n = appg}T (X6 € ES . E[[t :: TIn(a :=9)).

We will sometimes use this notation as it is more compact.
The following fact states that the axiomatic semantics is sound with respect
to the denotational semantics.

FacT 2.12 Let £ be a model and let #; and % be two terms of type T, then
t1 =1t D V’I] .gﬂtl]]’f] = 5[[?52}]77. O

The environment model condition is often difficult to check. An equivalent,
but simpler condition is the combinatory model condition.

DEFINITION 2.13 An applicative structure £ = (E, outl, outr, app, const) satisfies
the combinatory model condition if

e forall types T and U there exist elements P € ET—U—(TxU) | ¢ E(T*xU)—=T

and R € E(T*U)=U gych that

app L (app (app P 7) y) =z
app R (app (app P 1) y) =y
app (app P (app L 2)) (appRz) = 2

for all z, y and z of the appropriate types.
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e for all types S, T and U there exist elements K € ET~V=T and S ¢
E(T—U=V)=(T=U)=T=V gych that

app (appK ) y =
app (app (app S z) y) z = app (app z 2) (app y 2)
for all z, y and z of the appropriate types. O

2.4.3 Bohm trees

The simply typed A-calculus can be interpreted in a syntactic way using so-called
Bohm trees. One can think of Bohm trees as a kind of ‘infinite normal form’ for
A-terms, which is obtained by unwinding a A-term ad infinitum.

DEFINITION 2.14 A head-normal formis a term of theform Aa; ... ap, .28 ... t,
with m,n > 0 and z € const U var. A term t has head-normal form v if t < u
and wu is a head-normal form. O
DEFINITION 2.15 A head-normal form Aa; ... ap.2 t1 ... t, of type T} —

- — T, — Cis a n-head-normal form if m = m’. A term ¢ has n-head-normal
form u if t <> u and w is a p-head-normal form. O

Not every term has an n-head-normal form, consider, for instance, fix (Aa.a) <
(Aa.a) (fir (Aa.a)). Contrary to the untyped A-calculus, however, it is decidable
whether a term possesses an 7-head-normal form. For that reason the notion of
Bohm tree introduced below is effective.

DEFINITION 2.16 The Béhm tree of the term ¢, denoted BT(t), is a labelled,
possibly infinite tree defined as follows: if the term ¢ has n-head-normal form
Aay ... Q.2 t ... t,, then

BT(t) = Xa1 ... Gm . 2

N

BT(t;) --- BT(t,)

Otherwise, if ¢ has no n-head-normal form, then BT(¢) = Q. A Béhm-like tree is
a possibly infinite tree labelled with objects of the form Aa; ... ay,.2. The set of
all well-typed Bohm-like trees of type T is denoted BT. ad

ExXaMPLE 2.17 We can rewrite the types introduced in Section 2.1 as A-terms if
we view ‘1’7, ‘4’ and ‘x’ as constants over some base type, say, Nat. The types
List and Perfect, for instance, correspond to

list = Xa.fit(M.1+ax1)
perfect = fix (Ap.Aa.a+p (a x a)).

The Bohm trees of list and perfect are displayed in Figure 2.3. Note that list yields
a rational tree while perfect gives rise to an algebraic tree. A rational tree is a
possibly infinite tree that has only a finite number of subtrees. Algebraic trees are
obtained as solutions of so-called algebraic equations, see, for instance, (

). 0

Bohm trees induce a congruence relation on A-terms.
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list perfect

o Aa .+
/ \: a/ \-i-
1 /X /N
X +
' a/ \a ><l/
x/ \x
a/ \a a/ \a

Figure 2.3: The Bohm trees of list and perfect.

DEFINITION 2.18 Let ¢ and ¢, be two terms of type T. We define
tl ~ tg = BT(tl) = BT(tQ)
If ¢, = tp, we say t; and t, are structurally equivalent. a

It is in general undecidable whether two A-terms are related by (=). The problem
becomes decidable if we restrict fiz to type constants or to first-order types. In
the first case we obtain rational trees, in the latter case we obtain algebraic trees.
Though decidable, the equality problem for algebraic trees is non-trivial. It has
been known for a long time that this problem and the equivalence problem for
deterministic pushdown automata are interreducible ( ). It was,
however, only recently shown that the latter problem is decidable (
).

The set BT of all well-typed Béhm-like trees of type T can be turned into a
domain by imposing some suitable partial order. In fact, BT gives rise to a model
of the simply typed A-calculus, the so-called B6hm-tree model. The details of the
construction are quite technical, so we will not repeat them here. Instead, we refer
the interested reader to ( )

2.4.4 Logical relations

Logical relations are an important tool in the study of typed A-calculi. In fact,
most of the proofs in this thesis are based on (variants of) logical relations. For
that reason, the reader is urged to study this section in some detail. For a compre-
hensive treatment of logical relations the reader is referred to Mitchell’s textbook

(1996).
In presenting logical relations we will restrict ourselves to the binary case. The
extension to the n-ary case is, however, entirely straightforward.

DEFINITION 2.19 Let & and & be two applicative structures. A logical relation
R = (RT | T € Type) over & and &, is a family of relations such that
e RT CET x ET,
e (const;(c),consty(c)) € RT for all ¢ € const with T = type c,
e RT*U is closed under pairing and projection:
(my,me) € RTXV

= (outl; 71, 0utly ™) € RT N (outr; 71, 0utry mp) € RY,
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e RT=V is closed under application and abstraction:

(@1)802) S RT_}U
Ev(SlEElT,(SQGEQT.
(01,02) € RT > (app; 1 01,app, 2 02) € RY,
e RT is pointed, that is, (L, 1) € RT,
e RT is chain-complete, that is, S CRT D || § € RT for every chain S. O

Usually, a logical relation is defined on type constants only; the third clause of
the definition then shows how to extend the relation to product types and the
fourth clause shows how to extend the relation to functional types. The last two
conditions ensure that a logical relation relates fixed points. It is generally easy to
prove that a relation is pointed: note that R7*Y is pointed if both R” and RY
are pointed and that RT—V is pointed if RY is pointed. Similarly, R7*Y and
RT=U are chain-complete if both R” and RY are chain-complete.

Now, say, we are given two models of the simply typed A-calculus. Then
Lemma 2.20 below shows that the meaning of a term in one model is logically
related to its meaning in the other model. This lemma is sometimes called the
Basic Lemma of logical relations.

LEMMA 2.20 Let & and & be two models of the simply typed A-calculus. Let R
be a logical relation over £ and & and let 7; and 72 be environments for £ and
&, such that (n1(a),n2(a)) € RT for all a € var with T = type a, then

(&1l V], Ev: V) € RY
for every term v of type V.
PrOOF. We proceed by induction on the typing derivation of v :: V.
e Case v = c:: T: the statement holds since R respects constants.

e Case v = a:: T it is easy to see that (&1[a:: T]ny, Efa:: T]n2) € RT since
we have assumed that (11(a),n2(a)) € RT.

e Case v = (t1,t) :: (T1 X T3): by the induction hypothesis we have
(51[[7f1 i Tl]]’l’]l,gg[[tl i T1]]’I72) eR™T N (51[152 ZZ Tgﬂnl,gg[[tg i TQHT]Q) e Rz,

Now, since by definition & [(#1, t2):: (T1 x T2)]n = m such that outl; 7 =
Eilts = T1]m and outry m = &1tz :: To]m and similarly for & we have

(outl; 71, 0utly ™) € RTT N (outr; 71, 0utry mp) € RT2
and consequently (7, m) € RT1* T2,
e Case v = (outl t) :: Ty: by the induction hypothesis we have
(&t = (Ty x To)]m, E2ft =: (T1 x To)]na) € RT1*T2
which immediately implies

(outl1 (51[[t IZ (T1 X Tg)]]’lh),outlg (52[15 IZ (T1 X TQ)]]’I?Q)) e R,
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e Case v = (outr t) :: To: analogous.

o Case v = (Aa.t):: (8 — T): we have to show that

(Ei[(Na.t) (S — T)]m,Ef(Na.t) = (S — T)]nz) € RS—T
= V6, 6y.(01,05) € RS

D (app; (E1[(Na.t) = (S — T)]m) 61,appy (E2[(Aa.t):: (S — T)]ne) d2) € RT

Assume that (61,82) € R®. Since the modified environments 7 (a:=d;) and
n2(a :=d2) are related, we can invoke the induction hypothesis to obtain

(&1t = TIni(a = 81), Eft :: Tne(a :=82)) € RT

Now, since app; (E1[(Aa.t) 2 (S — T)]m) 61 = &t =: Tmi(a := 1) and
similarly for &, the proposition follows.

e Case v = (t u):: V: by the induction hypothesis we have

(51[[75 2 U — V]]nl,gzﬂt 2 U — Vﬂ’l]z) € RUHV
= V(Sl 52 . (61,52) S RU
D (appl (S1[[t 2 U — Vﬂ’fh) 51,app2 (Sg[[t 2 U — VH’I]Q) 52) S rad

and
(E1lu = Ulm, Eoflu: Uln) e RY

which implies

(app; (&1t U — VIm) (Exllu: Ulm),appy (&2t U — V) (E2u: Ulnz)) € RY.
e Case v = (fiz t) :: U: by the induction hypothesis we have

(&t = U — U, &t = U — Ulne) e RVY
= V51 52.(61,52) € RU
D (app; (&1t :: U — Ulmy) 61,appy (&2t :: U — Ulna) 62) € RY.

Since RY is pointed, we have (L, 1) € RY. A straightforward induction
shows that (61,02) € RV for all n € N. Since RV is furthermore chain-

n»vn

complete, we have
({45 [ n e N}, LI{o | n€N}) e RY

as desired. O

An example application Let us conclude the section with an example appli-
cation of logical relations. In fact, the purpose of the example is twofold. First, it
illustrates the use of several notions we have introduced in this section. Second,
it implies a useful result that we require in the following chapter.

For concreteness, let us assume that we have one type constant, say, Nat and

two individual constants
zero :: Nat

succ :: Nat — Nat.
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Furthermore, assume that we are given a type P = P; — --- — P, — Nat and
a model £ = (E, outl, outr, app, const). Building upon £ we will construct two
other models, K and £, and establish a relation between the two. To improve
readability, we abbreviate appr ; ¢ d by ¢ = d and we omit app}le altogether.

The first model, K = (K, outl®, outr®, app®, const®), is given by

KT — EPi——P—oT

outl® = Ay ... Tp.outl (mamye--nmy,)

outr* 7 = Am ... m,.outr (mamye-onmy)

appf s = AT T (e my) e (S ey,
const®(c) = MAm ... m,.const(c).

Each element is interpreted by a function that takes n parameters; app® passes
the parameters to both of its arguments while const®(c¢) ignores them. It is not
hard to show that K is extensional (using the fact that £ is extensional). How do
we show that K satisfies the environment model condition? In fact, the easiest
way to establish this condition is to use the combinatory model condition instead.
Since £ is a model it has combinators P, L, R, K and S. The combinators of IC
are simply given by

P = Amy ... 7,.P
L = Xxm ... m,.L
RC = Xm ... 7.R
K = Xm...m. K
S = Amp ... m.S.

We leave it to the reader to check that the equational laws are satisfied.
To define the second model we require the following ‘lifting’ operation on types.

TNat = P
ITxU = (1T)x(1U)
IT-U = (1T)—(10)

The second model £ = (L, outl®, outr?, app®, const?) is then given by

LT — ETT

outl“ = outlnm

outr® 7 = outrm

app” ¢ ¢ = 0

const”(zero) = Amy ... T, .const(zero)

const®(succ) = Ap.Am ... m,.const(succ)s (pamy=--nm,).

Note that application in £ is implemented by application in £ albeit at a higher
functional level: appfp,U = app,r,p- Clearly, £ is a model since £ is one.

Now, note that KNt = LV In fact, K and £ interpret a term of type Nat
by the same element of EX'. More generally, K and £ are related by the logical
relation (~7) C KT x LT given by

(51 NNat 52 = (51 = (52
7 ~T*XU g = outl® 1 ~T outl” 75 N outr® 1, ~U outrf
o1 ~T7V gy = Vo €eKT, 6, € LT .6 ~T 6, D app” ¢1 61 ~V app” @3 bs.

So (~T) is simply the extension of the equality relation on E”.
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THEOREM 2.21 Let t:: T be a closed term, then
K[t] ~T £[t].

PROOF. It is not hard to see that (~7) is both pointed and chain-complete. It
remains to prove that (~7) relates constants: we have to show that

const” (zero) = const”(zero)
app” (const(succ)) 6 = app” (const®(succ)) d.

The first equation obviously holds and the latter equation follows directly from
const” (succ) = Ay . app® (const” (succ)) . o

The effect of the two interpretations K and £ can also be expressed on a
syntactical level. Define

Kt = /\iL’l...:I;’n.t
Stu = Az ..oz (tz ox) (way .. xy)

then we have K[t] = E[K t] for all closed terms ¢. The proof proceeds by induction
over the structure of so-called combinatory terms (that is, terms built from P =
My (z,y),L=Xz.outl z, R=Xz.outr 2, K =Xz y.z, S=X Xz yz.(z z)(y 2)
and constants using application) employing the fact that S (K t) (K u) = K (t u).

The second model corresponds to a program transformation called lifting. Lift-
ing maps a term ¢:: T to a term 1¢:: 17T where 1t is defined as follows (we assume
that for each variable a of type T there is a lifted variable named a of type 17T):

Te = ¢
Ta = a
T(t, ) = (Tt,Tt2)
Toutl t = outl (Tt)
Toutr t = outr (1t)
Ta.t = Xa.Tt
Ttu = (1t) (Tu)
Mict = fix (10).
The lifted versions of the constants zero and succ are given by
zero = A1 ... Zp.2€70
sucen = ATy ... Tn.succ (n @ ... Tp).

Tt is not hard to show that L[t] = E[1¢] for all closed terms ¢ (in general, we have
L[t]n = E[1t]n where n(a) = n(a)). Now putting everything together we obtain
the following corollary of Theorem 2.21.

COROLLARY 2.22 Let t:: T be a closed term, then

E[K ] ~T &[11]. 0

2.5 The polymorphic A-calculus

Considered as a programming language the simply typed A-calculus is very restric-
tive. For instance, while we can form a pair of values of arbitrary types, we cannot
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define a single function that swaps elements of an arbitrary pair. The typing rules
require that we precisely lay down the types of the components. The swap func-
tion cries for polymorphism. In fact, polymorphism nicely complements the type
security of the simply typed A-calculus with flexibility. A polymorphic type system
like the one introduced in this section allows the definition of functions like swap
that behave uniformly over all types.

The polymorphic A-calculus builds upon the simply typed A-calculus in two
ways. On the value level it extends the simply typed A-calculus by constructions
for creating and using polymorphic values. On the type level it reuses the simply
typed A-calculus: the type terms of the polymorphic A-calculus are essentially the
terms of the simply typed A-calculus.

The polymorphic A-calculus has been discovered independently by
and . It trades under a variety of names: second-order A-calculus
or system F'2 (in these cases A in VA . T is restricted to types of kind *), higher-
order A-calculus or system Fw. Apart from its use as a model for polymorphism
the polymorphic A-calculus is also used in practice as the internal language of the
Glasgow Haskell Compiler ( ).

2.5.1 Syntax

Syntactic categories The polymorphic A-calculus has a three-level structure.

kind terms T, 4 e Rind
type constants C,D € Const
type variables A, B € Var
type terms T,U € Type
individual constants ¢, d € const
individual variables a,b € var
terms t,u € term

We use upper-case Fraktur letters for kinds, upper-case Roman letters for types
and lower-case Roman letters for terms.

Kinds Kind terms are formed according to the following grammar.

T AUe Rnd == « kind of types
| x4 product kind
| ¥ —4  function kind
Thus, the kind terms of the polymorphic A-calculus are the type terms of the
simply typed A-calculus. The kind ‘x’ represents the ‘type’ of manifest types such
as Char or Int. The kind formation rules are displayed in Figure 2.4. Here, ‘0’
denotes the ‘type’ of kinds, sometimes called superkind.

Types Type terms are built from type constants and type variables using type
pairing, type projection, type application, type abstraction, type recursion and
construction of polymorphic types. As before, we assume that type constants and
type variables are kinded, that is, they are annotated with their kinds, usually
written S :: €. If §:: T is a kinded type constant or type variable, we define
‘kind (S :: ¥) = T'. Pseudo-type terms are formed according to the following
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O (K-*-FORM)

0O SIRHn| (K- x-FORM) T:0O o (K-—s-FORM)
TxU:O T—-UnO

Figure 2.4: Kind formation rules.

gramimar.

T, U € Type C type constant
A type variable
(Ty, Ts) type pairing
Outl T type projection

|
|
|
|  Outr T type projection
|
|
|
|

AA.T type abstraction
TU type application
Fiz T type recursion
VA.T polymorphic type

Thus, the pseudo-type terms of the polymorphic A-calculus are essentially the
pseudo-terms of the simply typed A-calculus. The only addition is a construction
for polymorphic types, which gives the polymorphic A-calculus its name.

The choice of Const, the set of type constants, is more or less arbitrary. Of
course, Const should contain at least the function space constructor. For con-
creteness, we assume that Const comprises the following type constants (‘1°, ‘47,
‘X’ are included so that we can model Haskell data type declarations, see below):

Char = %
Int Lo
*
—+ * — *x — %

)
)

X * =k — &
=) ko k o

1
(
(
(
We assume that ‘—’, ‘x’ and ‘4’ associate to the right. Furthermore, ‘—’ binds
more tightly than ‘x’, which takes precedence over ‘+’.

A pseudo-type term T is called a type term if there is some kind ¥ such that
T :: ¥ is derivable using the kinding rules depicted in Figure 2.5. Note that A in
VA . T may range over any kind. A type-term is called monomorphic if it does not
contain any occurrences of ‘V’. The set of all monomorphic type-terms is denoted
MonoType (for emphasis the set of all type terms is sometimes denoted PolyType).
Define x” — % by ** — % = x and *"*! — x = « — (¥ — %). If T has kind
*™ — x, we say that T has arity n. The rank ( ) of a type term is
given by (the other cases are the obvious ones):

rank(A) =0
rank(VA.T) = maz{l,rank(T)}
rank(T — U) maz{1l+ rank(T), rank(U)}.

Finally, we transfer the relation ‘a’ (see Definition 2.18) to type terms (additionally
setting T~ U D VA.T=VA.U).
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(T-CONST) (T-VAR)

C ::kind C A::kind A
T, =% Ty :: %o
(T1, Tz) = (F1 X To)
T: (%1 x %9)
(Outr T) :: %o

(T-X-INTRO)

T: (% x %)

(Outl T):: %4 (T-X-ELIM-L)

(T-X-ELIM-R)
T::%
(AA.T):: (kind A — %)
T: (U — ) U:=d
(TU):T
T:U— (T-REC) T x
(Fiz T) =4 (VA.T) %

(T-—-INTRO)

(T-—-ELIM)

(T-ALL)

Figure 2.5: Kinding rules.

Here are some type terms that will be used in the subsequent chapters:

Id * — Kk

Id = AAd:x. A

K Lok ok — ok

K = AA:x.AB:x. A

() (ko Kk) o (ko x) = (x> X)
F-G = AA:x.F (G4

1, Char, Int T

1 = AA:x.1

Char = AA:x.Char

Int = AA:x.Int

(1), (x), (=) = (k=x) = (x—= %) = (x = %)
F+G = AM:x.FA+GA

FxdG = AMM:x.FAxGA

F—-G = A:x.FA— GA.

Note that we take some notational liberties: we write FF A = T instead of F =
AA.T and we often omit kind annotations of type constants and type variables
(usually the kind of a type variable is only given in the binding position).

The type language is fairly expressive. It subsumes, for instance, the type
system of Haskell. As an example, we can easily translate Haskell data type
declarations into type terms. Recall the schematic form of data declarations
given in Section 2.1:

dataBAl...Am = ]C]_ Tll---Tlml""‘knTn1~-~Tnmn-

The type B thus defined can be written as the following type term (we tacitly
assume that the kinds of the type variables have been inferred)

Fix (ABAAl Am-(Tll X oo X T1m1)+"'+(Tnl X oo X Tnmn));

where Ty x --- x Ty = 1 for £k = 0. For simplicity, n-ary sums are reduced
to binary sums and n-ary products to binary products. For instance, the data
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declarations
data List A = nil | cons A (List A)
data Fork A = fork A A
data Perfect A = zeroP A | succP (Perfect (Fork A))

are translated to (see also Example 2.17)

List ok ok

List = Fiz (AList . AA.1+ A x List A)

Fork Nk ok

Fork = AA.Ax A

Perfect @ *— %

Perfect = Fiz (APerfect. NA. A+ Perfect (Fork A)).

Note that we have simplified Fiz (AFork.AA. A x A) to AA. A x A.

Interestingly, the representation of regular types such as List can be improved
by applying a technique called lambda-dropping ( ): if Fiz (AF.AA.T)
is regular, then it is equivalent to AA.Fiz (AB.T[F A := B]) where T[T} :=
T5] denotes the type term, in which all occurrences of T; are replaced by Tb.
For instance, the A-dropped version of Fiz (AList . AA.1+ A x List A) is
AA.Fixz (AB.14+ A x B). The A-dropped version employs the fixed point opera-
tor at kind * (that is, the subterm Fiz T has kind %) whereas the A-lifted version
employs the fixed point operator at kind x — x. Nested types such as Perfect are
not amenable to this transformation since the type argument of the nested type
is changed in the recursive call(s). As an aside, note that the A-dropped and the
A-lifted version correspond to two different methods of modelling parameterized
types: families of first-order fixed points versus higher-order fixed points, see, for
instance, ( ).

We have not yet taken into account that data type definitions can be mutually
recursive. Fortunately, since the language of types provides pairs (where pair
means pair of types, not product type), we can easily deal with the general case.
Say, we are given two recursive equations By = T; and By = T5, then we can
express By and Bs using fixed points operating on pairs:

By = Outl (Fiz (AB.(T1[By := Outl B, By := Outr B], Tz[ By := Outl B, By := Outr B))))

By = Outr (Fiz (AB.(T1[By := Outl B, By := Outr B], T2[B; := Outl B, By := Outr B]))).

Likewise a system of n recursive equations can be dealt with using n-tuples (or
nested pairs).

REMARK 2.23 An alternative approach taken in ( ) is to introduce
recursion equations into the type language.

T,U € Type == ...
| T where{A,="T;...;4,=T,} local type definition

While this approach allows us to model data type declarations more directly and
also more naturally, it complicates the development in later chapters. ]
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Terms As before, we assume that constants and variables are annotated with
their types. Of course, the type of a constant must be closed. Pseudo-terms are
formed according to the following grammar.

t,u € term = ¢ constant
| a variable
| 0 empty tuple
| inlt injection
| inr iy injection
|

case t of {inl ay = uy;inr ag = uz }
|case analysis
(t1,t2) pairing

|

| outlt projection

|  outrt projection

|  Xa.t abstraction

| tu application

| M.t universal abstraction
| tU universal application
|  fixt recursion

Here, AA .t denotes universal abstraction (forming a polymorphic value) and ¢ U
denotes universal application (instantiating a polymorphic value). Note that we
use the same syntax for value abstraction Aa.t (here @ is a value variable) and
universal abstraction AA . ¢ (here A is a type variable). The term language contains
constructs for the type constants ‘1, ‘4+’, ‘x’ and ‘—’. We assume that the set
const of value constants includes suitable functions for each of the other type
constants C' in Const.

REMARK 2.24 The syntax of the polymorphic A-calculus is slightly different from
Haskell syntax: the abstraction Aa.t is written Aa — t in Haskell and the case
analysis case t of {inl a; = wuy;inr az = up} is written case t of {inl a1 —
up; inr ag — ug }—in general, we avoid using the arrow ‘—’ too often. O

A pseudo-term ¢ is called a term if there is some type T such that ¢t :: T is
derivable using the typing rules depicted in Figure 2.6. Two remarks are in order.
First, the restriction on type variables in rule (V-INTRO) prevents non-sensible
terms such as AA :: . a:: A where the value variable a carries the type variable A
out of scope.

Second, rule (CoNV) allows to interchange types which are structurally equiv-
alent, that is, which have the same Bohm tree (see Definition 2.18). Note that
this is a very liberal notion of type equivalence. Consider, for instance, List; and
Listy given by (the A-lifted and A-dropped versions of List)

Listy = Fix (AList.AA.1+ A x List A)
Lists = AA.Fiz (AB.1+ A X B).

We have Listy Char =~ Listas Char, but Listy Char and Listo Char are, for
instance, not convertible. Furthermore, note since the relation (/) is undecidable
in general, we have an undecidable type system.

REMARK 2.25 The term language is quite voluminous. A less involved alternative
is to introduce the constructs for the type constants ‘1’, ‘+’ and ‘x’ as additional
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—— (VAR ——— (CONST)
c:type c a::type a
—— (1-INTRO)
(=1
tl b T1 tg s T2
- +-INTRO-L - +-INTRO-R
(inl ty) = (Th + To) ( ) (inr to) :: (T1 + T3) ( )
t :: (type a1 + type az) u i U ug 2 U
(case t of {inl a; = wy;inr apg = ug}) 2 U (+-BLIM)
tl s T1 t2 o T2
- (0]
(r.t) = (11 x Ty NTRO)
t::(T1>< TQ) tSZ(Tl X TQ)
(outl t) :: Tq (x-BLIM-L) (outr t) :: Ty (X-BLIM-R)
t:T (—-INTRO) t:(U—V) u:U (—-ELIM)
(Aa.t):: (typea — T) (tu):=V
t T A not free in the type (V-INTRO)

(A . t):: (VA.T) of a free variable of ¢

t:(VA. V) U ::kind A
(tU):V[A:=TU]

taU—-U

(fixt)= U

t:T T~U

t:U

(FIX)

(conv)

Figure 2.6: Typing rules.

(V-ELIM)
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constants:
) w1
inl o VAl A2 . Al — Al + A2
mr o VAl A2 . A2 — A1 + A2
case :: VA Ay B.Ay+ Ay — (A, — B)— (A2 — B) — B
(,) b VAlAQ.A1—>A2—>A1XA2
outl o VAl AQ.Al X AQ — A1
outr :: VA Ay. A1 x Ay — As.
A drawback of this approach is that inl, inr etc now take two additional type
arguments. We will use the variant whichever is more appropriate. a
Let us finally look at some examples:
id VA:x. A— A
id = M:ux.da:A.a
k VA:%x.VB:x.A—B— A
k = AM:ux. AB:ux.da:A.Ab::B.a
(V) VABC.(A—-C)—(B—=C)—(A+B— ()
fVyg = MXx.casezof {inla=fajinrb=gb}
mapList VAy % . VAg k. (A1 — Ag) — (List Ay — List As)
mapList = AAj:x.AAg ik AmapA :: (A1 — As). Aas:: List Aq .

case as of {inl u = inl u;
inr z = inr (mapA (outl z), mapList Ay Ay mapA (outr z))}.

As usual, we take some notational liberties: we write f a = t for f = Xa.t, we
omit kind and type annotations and we sometimes omit universal abstractions and
applications—especially when defining operators such as (V).

2.5.2 Semantics

This section sketches the denotational semantics of the polymorphic A-calculus.
As in Section 2.4.2 we will use the general framework of environment models for
the presentation. The semantics will be given in two steps. First, we define the
semantics of types. Since type terms of the polymorphic A-calculus are essentially
terms of the simply typed A-calculus, we will, in fact, re-use the semantics given
in Section 2.4.2. Second, we define the semantics of terms.

Since we allow recursion both on the term and on the type level, we require
domain-theoretic models both for terms and for types. Note that finding models
that support solving arbitrary domain equations is by no means trivial. Suitable
models are, for instance, models based on universal domains. These models inter-
pret types as certain elements (closures, finitary retracts or finitary projections)
of the universal domain, so that type recursion can be interpreted by the untyped
least fixed point operator.

A particular attractive model is the finitary projection model (

) where types are represented by finitary projections. Briefly, a
projection 7 is a continuous function that is idempotent, 7 -7 = id, and reductive,
m C id. A projection is finitary if its range is a domain. The central idea of this
model is to interpret the type constraint ¢:: T by the application 7 [¢], where the
finitary projection m = [T7] coerces [t] to an element of the domain associated
with T, that is, 7’s range. Now, if [¢] is already an element of this domain, then
7 will leave it unchanged (since 7 is idempotent).
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Types For simplicity, we use frames rather than applicative structures for the
semantics of types.

DEFINITION 2.26 A kind frame 7 is a tuple (T, Const, II) such that

e T =(T* | T € Rind) is a family of domains, such that T*** C T® x T4
and T4 C T - TH,

e Const: Const — T is a mapping from type constants to values such that
Const(C) € T* for all C € Const with ¥ = kind C,

e II = (TI* | T € Rind) is a family of continuous functions IT* € TE=*=* O

The elements of T represent type constructors. In particular, the elements of
T* represent types (but note: they are not types, they merely represent types).
For instance, in the finitary projection model the elements of T are finitary
projections. The function II* will be used to give a semantics to polymorphic
types of the form VA . T where A ranges over type constructors of kind ¥.

DEFINITION 2.27 A kind frame 7 = (T, Const, II) is a type model if the clauses
below define a total meaning function for types, where the meaning function is
defined by induction on the structure of kinding derivations.

T[T ::Z]n e T*

T[C::€]n = Const(C)

T[A:An = n(4)

THTy, T2) = (%1 x T)n = (T[T1 S0, T[Tz = T2]n)

TI(Outl T) ::Z1]n = outl (T[T :: %1 x Ta]n)

T[(Outr T) :: Ta]n = outr (7T %1 x Ta]n)

TIAA. T) = (T =Ty = AaeTV.T[T:Tn(4:=a)

TI(T U)::Y]n = (T[T =4 —Dn) (TU = Un)

T[(Fiz T) :: Un = Ifp (T[T ::4— Un)

TIVA.T):«]n = II* Aa e T . T[T = +n(A:=a))
where T = kind A. O

Here, Ifp is the least fixed point operator given by

Ifpe = |[{oan|neN}
where o = 1

Apy1 = @ ap.

In the next chapter we require an extension of the meaning function that also
interprets ‘infinite type terms’, that is, Bchm-like trees over the language of types.
From the theory of infinite trees ( ) we know that every function
that maps finite trees to elements of some domain can be uniquely extended to a
continuous function on infinite trees. The following fact adapts the result to the
current setting.

FAcT 2.28 The meaning function for types can be uniquely extended to a contin-
uous function on Bohm-like trees such that 7[Q]n = L and

T[BT(T)n =T[T]n

for all types T € Type and all environments 7. ]
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A simple consequence of this fact is that structurally equivalent types are inter-
preted by the same element of T.

COROLLARY 2.29 Let Ty and T3 be two type terms of kind T, then
Ty~ T, D VT] . T[[Tl]]r] = T[[T2]]77
PROOF. We assume that T} ~ Ty and reason:

T[T1]n
= {Fact 228}
T[BT(T1)n
= {(Ii=Ty}
T[BT(Tz)n
= { Fact 2.28 }
T[T2]n. O

Terms The semantics of terms will be specified only for a fragment of the lan-
guage. In particular, we do not consider any constructs associated with the type
constants ‘1’, ‘4" and ‘x’. We tacitly assume that these constructs are supplied
as additional constants, see Remark 2.25.

DEFINITION 2.30 An applicative structure for the polymorphic A-calculus £ is a
tuple (7, Dom, app, uapp, const) such that

e 7 = (T,Const,II) is a kind frame,
o Dom = (Dom® | a € T*) is a family of domains,

e app = (app, 5 | @, B € T*) is a family of continuous functions with app,, g :
[Domc""“(_’) af [Dom® — DomBH,

T—w()

e uapp = (uapps , | T € Rind,p € T is a family of continuous functions

with uappg , : [Domng(‘m — [[aer= (Dom#@)]],

e const : const — Dom is a mapping function from constants to values such
that const(c) € Dom” "1 for all ¢ € const with T = type c.

The applicative structure € is extensional if app,, 3 and uappg ,, are one-to-one.
O

The function Dom assigns a type, that is, a domain, to each element of T*. In the
case of the finitary projection model, Dom™ simply is the range of 7 (recall that
the range of a finitary projection is by definition a domain). Perhaps surprisingly,
in this model there is even a bijection between T* and Dom, that is, a = [ =
Dom® = Dom”. Thus, each element of T* represents a unique type.

An environment 7 is a mapping 1 : (Var — T) W (var — Dom) such that
n(A) € TT for all A € Var with T = kind 4 and 7(a) € Dom” 171" for all a € var
with T = type a.
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DEFINITION 2.31 An applicative structure for the polymorphic A-calculus & =
(T, Dom, app, uapp, const) satisfies the environment model condition if the clauses
below define a total meaning function, where the meaning function is defined by
induction on the structure of typing derivations.

Et = Tn e DomTITIn
Ele:=Tn = const(c)
Ela: Tln = n(a)

the unique ¢ € Dom®"™t=) 77 guch that
Vo € Dom? .app, , ¢ 0 = E[t :: T]n(a =)
where o = T[S]n and 7 = T[T]n

El(Aa.t) (S — T)]n

E[(t w) = STn = app,,, (€[t U — V]n) (E[u:: Uln)
where v =T [U]n and w =T [V]y
E[ANA.t) = (VA.T)]n = the unique ¢ € Dom™ (®) such that

Vae T, uappy , ¥ a = [t Tn(A:=a)
where 4 = kind A and ¢(a) = T[T]n(A :=«)
EMtU) = V[A:=Ulln = wvappy, (E[t=VA. V]n) (T]U = U]n)
where 4 = kind 4 and ¢(a) = T[V]n (A := )

El(fix t):: Uln |_|{5n | n e N}

where dg = 1
ony1 = app,, (€[t U — Uln) b
v = T[Uln
Elt = Uln = &t Tn
where T ~ U.

The applicative structure £ is an environment model of the polymorphic A-calculus
if 7 is a type model and if £ is extensional and satisfies the environment model
condition. O

The definition of the meaning function proceeds by induction on the structure of
typing derivations. However, because of rule (CONV) there may be more than one
derivation. Fortunately, it is relatively easy to show that the meaning of a well-
typed term does not depend on the particular typing derivation we use, the main
reason being that structurally equivalent type terms possess the same meaning.
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Chapter 3

Generic programs

This chapter constitutes the core of the thesis. It shows how to program generically
and how to specialize a given generic definition to concrete instances of data types.
In fact, we will get to know two different forms of generic definitions. The first
form, called POPL-style, is easier to use from the generic programmer’s point
of view, whereas the second, called MPC-style', is considerably more general.
Because the second form builds heavily upon the first, it is necessary to introduce
them both.

This chapter is organized as follows. Section 3.1 sets the scene explaining in
some detail the definition of generic values such as encode or decodes that are
indexed by types of kind . Section 3.2 then generalizes the definitional scheme
to values such as size that are indexed by types of first- or second-order kinds.
Section 3.3 generalizes even further and explains how to define values that are
indexed by types of arbitrary kinds. Finally, Section 3.4 reviews related work.

3.1 Type-indexed values

Before we start the formal investigation, let us briefly recall the basics of generic
programming from the introduction.

A standard example of a generic function is testing two values for equality. We
have already remarked that we cannot define a polymorphic equality function that
has type VT. T — T — Bool. A polymorphic function is an algorithm that is
insensitive to what type the values in some structure are, so a function of type
VT. T — T — Bool must necessarily be constant—this informal argument can
be made precise using the parametricity theorem ( ). However, the
equality function enjoys a generic definition as it can be defined by induction on
the structure of its type argument.

equal (T :: %) @ T — T — Bool

equal (1) uy ug = true

equal(Char) ¢1 co = equalChar ¢y ¢y

equal{Int) i i = equallnt 1y iy

equal{A + B) (inl a1) (inl ag) = equal(A) ay az

equal(A + B) (inl a1) (inr by) = false

equal(A + B) (inr by) (inl aa) = false

equal(A + B) (inr by) (inr by) = equal(B) by bo

equal{(A x B) (a1, b1) (a2,b2) = equal(A) a3 ag N equal(B) by by

The type signature makes precise that equal is indexed by a type of kind * and
that the type of equal(T) depends on T. To define equal it suffices to supply

1Rather unimaginatively, the two styles are called after the conferences where I first published
the respective results: Symposium on Principles of Programming Languages (POPL’ 00) and
Conference on Mathematics of Program Construction (MPC 2000).
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instances for each of the primitive type constructors. Note, however, that equal
cannot be defined for the function space constructor. Let us consider each equation
in turn. Since ‘1’ comprises only one element, two elements of type ‘1’ are trivially
equal. For Char and Int generic equality falls back on the functions equalChar and
equallnt supplied from elsewhere. Elements of a sum type are equal if they have
the same constructor and the arguments of the constructor are equal. Finally, two
pairs are equal if the corresponding components are equal.

The following sections study generic definitions in detail. Section 3.1.1 char-
acterizes the set of normal forms of types of kind %, Section 3.1.2 introduces the
general scheme for defining generic values indexed by types of this kind, and Sec-
tion 3.1.3 shows how to specialize a generic value thus defined to types of arbitrary
kinds.

3.1.1 Normal forms of types

The simple inductive definition of equal is quite elegant but does it cover all pos-
sible cases? Recall that the type language of Haskell is far more complex includ-
ing among other things type abstraction and type recursion. Now, it turns out
that we have to make one basic assumption, namely, that a generic definition
yields the same instance when applied to structurally equivalent types, that is,
equal(T1) = equal{Ty) if Ty ~ T. This is, however, a very reasonable assumption
since structurally equivalent types are interchangeable using typing rule (CONV).
Given this assumption it is then sufficient to consider as type indices types in
normal form where normal form means ‘infinite normal form’, that is, the Bohm
tree of a type.

Working with potentially infinite type terms is not as problematic as one might
think at first sight. After all, in a non-strict language such as Haskell we happily
operate on potentially infinite objects such as infinite lists or trees. In fact, we
will show in the next section how to implement a poor man’s version of generic
equality in Haskell using infinite type terms.

For the following treatment let us assume that the set of type constants Const
is given by Const = {1, Char, Int, (+), (x), (—)}. Note that Const only includes
zeroth- or first-order kinded type constants, that is, order(€) < 1 for all type
constants C':: €. We will see later that this is an essential requirement for POPL-
style definitions.

Now, types of kind x have a very simple normal form. Consider the Bohm tree
of a type of kind . Clearly, the root of the tree cannot be labelled with a type
abstraction. Instead, it must be labelled with a primitive type constructor, say, C.
Moreover, if C' has arity n, the root must have n direct successors (since Bohm
trees are based on n-head-normal forms). Thus, the normal form of type terms of
kind * is described by the following grammar.

NF* == 1
|  Char
| Int
| NF]+NF;
| NF} x NF;
| NF} — NF}

Even though specified by a grammar, it is understood that NF* includes finite and
infinite type terms. In particular, we have {BT(T) | T :: x} C NF* = B*,
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3.1.2 Defining generic values

While I prefer Haskell for the practical examples, I will use the polymorphic A-
calculus for the theoretical treatment of generic programming. The main reason for
this choice is that we require rank-n polymorphism for the specialization of generic
values but Haskell only supports rank-1 polymorphism (extensions of Haskell allow
for rank-2 type signatures).

The characterization of normal forms motivates the following scheme for defin-
ing type-indexed values.

poly(T :: x) : Poly T

poly(1 > = poly,

poly(Char) = poly cpar

poly(Int) = polyp,,

poly(A+ B) = poly, A (poly(A)) B (poly(B))
poly{A x B) = poly, A (poly(A)) B (poly(B))
poly(A — B) = poly_, A (poly(A)) B (poly(B))

Here, poly is the name of the type-indexed value; T', A, and B are type variables of
kind x; Poly, polyy, poly cpar, POW e, POly ., poly, , and poly_, are the ingredients
that have to be supplied by the generic programmer. The type of poly(T) is given
by Poly T, where Poly is a type constructor of kind x — %. Note that unlike the
type index Poly may also contain polymorphic types. The poly » values must have
the following types:

poly, . Poly 1

polyp,: = Poly Int

poly, == VA.Poly A— VB .Poly B— Poly (A+ B)
poly, = VA.Poly A— VB .Poly B— Poly (A x B)
poly_, = VA.Poly A—VB.Poly B— Poly(A— B).

In the latter three cases A and B are universally quantified since poly_, , poly,, and
poly _, have to work for all possible argument types.

In practice, we do not require that an instance is provided for every type
constant C' in Const. In case an instance for C is missing, we tacitly add poly , =
undefined. Alternatively, one can generate a compile-time error if an attempt is
made to specialize poly for a type that includes C.

It is instructive to see how the example given in the introduction to Section 3.1
maps to the formalism above: equal(T) has type Equal T = T — T — Bool and
the functions equaly, equal oy,,,., equaly,;, equal , and equal, are given by

equal, = Aup 1. Aug i 1. true

equal opar = Aci it Char . Acg it Char . equalChar c; co

equal j,,; = Aig :: Int . Nig 2 Int . equallnt 1y i

equal . = M. dequaly :: (A — A — Bool).AB . \equalg :: (B — B — Bool) .

Asp i A+ B. Asy i A+ B.
case s of {inl a; = case sz of {inl ay = equaly a1 az;inr by = false};
inr by = case sp of {inl az = false;inr by = equaly by ba}}
equal o, = /\A )\equalA (A — A — Bool).AB . \equalg :: (B — B — Bool) .
2 AXB.Apy: AXB.
equalA (outl p1) (outl p2) A equal g (outr py) (outr pa).

The essential difference to the original Haskell code is that universal abstractions
and applications are made explicit.
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Turning to the semantics of generic definitions let us assume that we are given
an environment model & = (7, Dom, app, uapp, const) for the polymorphic -
calculus. We will specify the semantics of generic definitions relative to this model.
To simplify notation we omit app y, app}?U, uappg uapp;ia and we abbre-
viate T[T] by [T] and &£[t] by [¢]-

The definition of type-indexed values is inductive on the structure of NF*:
we have one equation for each primitive type constructor. Now, a standard result
from the theory of infinite trees ( ) guarantees that every inductively
defined function that maps trees to elements of some domain possesses a unique
least extension in the realm of infinite trees. Define poly(T) = [poly(T)] and
poly = [poly ], then there exists a unique least extension such that poly(Q2) =
1 —that is, poly is strict—and

poly(BT(C) 71 -+ 7) = polyc 1] (poly(r1)) -+ [7] (poly(7.))

for all type constants C'::x™ — x and for all Bohm trees 71, ..., 7,. In that sense,
poly is uniquely defined by its action on primitive type constructors, that is, by
pOZyla pOZyCharv pOZyInt7 poly+, pOZyX and pOly_w

To summarize, the semantics of poly(T), where T € MonoType is a closed
monomorphic type term, is given by poly(BT(T)). Thus, to evaluate poly(T) we
apply the extension of poly to the Bohm tree of T.

Before we proceed let us briefly discuss how to implement generic definitions
in Haskell. Since Haskell does not support the definition of values that depend
on types, we have to work with encodings of types and a so-called universal data
type. Figures 3.1 and 3.2 summarize the implementation.

The data type Type, which corresponds to NF*, is used to represent types of
kind x. Type constructors of kind * — * are simply given by functions of type
Type — Type. Since Haskell is a non-strict language, recursive data type declara-
tions can be directly translated into recursive value definitions. The functions list
and perfect serve as examples.

The data type Univ is a so-called universal data type that can be used to
represent values of an arbitrary type formed according to the grammar of NF*.
The class EP then introduces a function for embedding values into the universal
data type and a function for projecting values back. Perhaps surprisingly, embed
and project also enjoy generic definitions.

embed (T :: x) w T — Unw

embed (1 > = Ulu

embed(Char) c = UChar c

embed(Int) i = Ulnti

embed(A + B) (inl a) = USum (inl (embed(A) a))
embed(A + B) (inr b) = USum (inr (embed(B) b))
embed(A x B) (a,b) = UPair (embed{A) a, embed(B) b)
embed(A — B) = UFun (embed(B) - f - project(A))
project (T :: %) o Univ— T

project(1) (Ul u) = u

project{Char) (UChar c) = ¢

project(Int) (Ulnt 1) = 1

project(A + B) (USum (inl a)) = inl (project(A) a)

project(A + B) (USum (inr b)) = inr (project(B) b)

project(A x B) (UPair (a,b)) = (project{A) a,project(B) b)
project(A — B) (UFun f) = project(B) - f - embed(A)
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{- representing types -}

data Type = TChar
|  TInt
| T1
|  Type + Type
| Type :x: Type
| Type —: Type
char, int, string o Type
char = TChar
nt = Tint
string = list char
list, perfect = Type — Type
list a = T1 + (a:x list a)
perfect a = a =+ perfect (a :x: a)
{- a universal datatype -}
data Univ UChar Char
Ulnt Int

|

| U1
| USum (Univ + Univ)
|  UPair (Univ x Univ)
|  UFun (Univ — Univ)

class EP A where

embed i A — Univ
project o Univ — A
instance EP Univ where
embed = i
project = i
instance EP Char where
embed c = UChar c
project (UChar ¢) = ¢
instance EP Int where
embed i = Ulnti
project (Ulnt i) = i
instance EP 1 where
embed u = Ulu
project (Ul u) = u
instance (EP A, EP B) = EP (A + B) where
embed (inl a) = USum (inl (embed a))
embed (inr b) = USum (inr (embed b))
project (USum (inl a)) = inl (project a)
project (USum (inr b)) = inr (project b)

Figure 3.1: A poor man’s implementation of generic values in Haskell (part 1).
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instance (EP A, EP B) = EP (A x B) where

embed (a,b) =
project (UPair (a,b)) =

UPair (embed a, embed b)
(project a, project b)

instance (EP A, EP B) = EP (A — B) where

embed f =
project (UFun f) =

UFun (embed - f - project)
project - f - embed

instance (EP A) = FEP [A] where

embed x =
project © =

embed (case z of {[| — inl ();a: as — inr (a,as)})
case project x of {inl () — [];inr (a,as) — a: as}

instance (EP A) = EP (Fork A) where

embed x =
project x =

embed (case z of {fork a; as — (a1, a2)})
case project x of { (a1, az) — fork ay az}

instance (EP A) = EP (Perfect A) where

embed x =
project =
{- generic equality -}
equal
equal TChar ¢y co
equal TInt iy 1o
equal T1 uy us =
equal (a =+ b) s1 so =
(inl a1, inl az)
(inl a1, inr be)
(inr by, inl ag)
(inr by, inr by)
equal (a :X: b) p1 po =
((a1,b1), (a2, b2)) -

Ll

embed (case z of {zeroP a — inl a; succP t — inr t})
case project x of {inl a — zeroP a;inr t — succP t}

Type — Univ — Univ — Bool
equalChar (project ¢1) (project ca)
equallnt (project iy) (project iz)
true

case (project sy, project s3) of
equal a aj ap

false

false

equal b by by

case (project py, project ps) of
equal a a1 as A equal b by b

{- specializing generic equality -}

equalString
equalString s1 sy =

equalPerfectInt
equalPerfectInt t; to =

Figure 3.2: A poor man’s implementation of generic values in Haskell (part 2).

String — String — Bool
equal string (embed s1) (embed s3)

Perfect Int — Perfect Int — Bool
equal (perfect int) (embed 1) (embed t)
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Note that embed and project are mutually recursive and that the equations also
cover functional types. These clauses can be directly mapped to instances of EP.
Unfortunately, Haskell’s class and instance declarations are an imperfect substitute
for generic definitions: we have to provide explicit instances for every data type by
hand (we provide instance declarations for ‘[]’, Fork and Perfect in Figure 3.2).

Using the types Type and Univ we can implement a generic value of type
poly(T ::x) :: Poly T by a Haskell function of type poly :: Type — Poly Univ. The
only difference to a generic definition is that at each stage of the recursion we have
to project arguments out of the universal data type and embed results into the
universal data type.

Finally, if we require a generic value at some specific instance T', we call the
Haskell function with 7’s encoding. Furthermore, we have to embed arguments
into the universal data type and project results back.

3.1.3 Specializing generic values

The purpose of a generic value is to be specialized. Before we look at the formal
definition let us motivate the key idea. First of all, note that the poor man’s
implementation given in the previous section is rather inefficient because poly
interprets its type argument at each stage of the recursion. The type argument is,
however, statically known. By specializing poly(T) for a given T we remove this
interpretative layer. Thus, we can view the following as a very special instance of
partial evaluation.

In order to specialize poly(T), where T is a closed monomorphic type term,
we cannot simply unfold the definition of poly. To see why consider the following
attempt to specialize poly(Perfect Int) (to improve readability we omit universal
applications):

poly(Perfect Int)
= poly(Int + Perfect (Fork Int))

(
= poly, polyp,, (poly(Perfect (Fork Int)))
poly . polyr,; (poly(Fork Int 4+ Perfect (Fork?® Int)))

= poly, poly,, (poly, (poly(Fork Int)) (poly(Perfect (Fork® Int))))

To define poly(Perfect Int) we require poly(Perfect (Fork™ Int)) for each natural
number n > 1. So if we simply unfold the definition, we will in general not obtain
a finite representation of poly(T).

The key idea of the specialization is to mimic the structure of types at the
value level. For example, poly(Perfect Int) should be compositionally defined in
terms of specializations for the constituent types, say, poly pe,fe.: and poly ;. Since
Perfect is a function on types, poly p,f..; is consequently a function operating on
generic values. Then the implementation for the type application Perfect Int is
given by the application of poly pc,fe; t0 polyp,,. In a nutshell, type abstraction
is mapped to value abstraction, type application to value application, and type
recursion to value recursion. Note that we have already applied this principle in
the introduction when giving ad-hoc definitions for encode and decodes. Recall,
for instance, that the encoder for List has type VA . (A — Bin) — (List A — Bin).
It is a function that maps an encoder for the base type A to an encoder for the
type List A.
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It is important to note that when we specialize a generic value poly to a par-
ticular data type T, we must be prepared to specialize poly to types of arbitrary
kinds. The reason is simply that the definition of 7' may involve arbitrarily com-
plex types. For clarity, let us denote the generalization of poly that works for types
of arbitrary kinds by poly{—). We call poly{—) the promoted version of poly. In
general, we reserve single angle brackets for type arguments that range over type
of one fixed kind and use double angle brackets for type arguments of arbitrary
kinds. The double angle brackets are reminiscent of the semantic brackets [—]. In
fact, we will see shortly that this correspondence is intentional.

Now, since poly pe,fec: is a function that operates on generic values, it has a
type different from poly,,. In fact, the type of poly{T :: ) is given by Poly(%) T
where Poly(%) is defined by induction on the structure of kinds.

Poly(% :: O) T %

Poly(x) T = Poly T

Poly(A x B) T = Poly(A) (Outl T) x Poly(B) (Outr T)
Poly(A — B) T = VA.Poly(2A) A— Poly(B) (T A)

If T is a pair of types, then poly(T) is a pair of generic values. Similarly, if T is
a type constructor of kind 20 — 9B, then poly{T) is a function that maps values
of type Poly(A) A to values of type Poly(%B) (T A), for all types A. Again, it
is important that A is universally quantified since T' may be applied to different

types.
The nesting of universal quantifiers is dictated by the kind: if ¥ has order n,

then Poly(%) T is a rank-n type—assuming that Poly T has rank 0. For instance,
for GRose :: (x — *) — (x — %) we have

Poly{(x — x) — (x — %)) GRose
VF . Poly(x — %) F — Poly(x — x) (GRose F)
VF .(VB. Poly(x) B — Poly(x) (F' B)) — (VA. Poly(x) A — Poly(x) (GRose F' A))
VF . (VB . Poly B— Poly (F B)) — (VA. Poly A — Poly (GRose F A)).
Since GRose has an order-2 kind, Poly(%) GRose is a rank-2 type.

The definition of poly{T) is inductive on the structure of kinding derivations.
In fact, we can view the definition as an interpretation of the simply typed A-

calculus.
poly(T :: T) i Poly(%) T
poly(C :: &) = polye
poly (A :: ) = poly,
poly((Th, To) = Ty x Tu) = (poly( Ty :: Tu), poly(Ta :: T2))
poly(Outl T :: Tq) = outl (poly{T :: T1 x Ta))
poly{Outr T :: Ta) = outr (poly(T :: T1 x Ta))
poly((AA.T):: (T — %)) = NA.Apoly,.poly(T ::T)
poly(T U :: ) = (poly(T :: U — B)) U (poly(U :: 1))
poly(Fixz T :: L) = fix (poly{T :: U — U)) (Fiz T))

Three remarks are in order. First, we allow only monomorphic types as type
indices. This restriction is, however, quite mild. Haskell, for instance, does not
allow universal quantifiers in data declarations.

Second, for the translation we use a simple variable naming convention, which
obviates the need for an explicit environment. We assume that poly{A) is mapped
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to the variable poly 4, which has type Poly() A with 20 = kind A. We often write
poly 4 by concatenating the name of the generic value and the name of the type
variable as in encodeList or encodeA. Of course, to avoid name capture we assume
that poly 4 is distinct from variables introduced by the generic programmer.

Third, the last equation of the definition probably requires some explanation.
The instance poly{T :: 4 — U) has type VA. Poly() A — Poly(y (T A). Sup-
plying Fiz T as the type argument and noting that 7' (Fiz T) ~ T, we obtain a
value of type Poly(l) (Fiz T) as desired.

REMARK 3.1 The structure of poly{T)’s definition becomes more visible if we
omit kind annotations, universal abstractions and universal applications.

poly(T :: T) i Poly(%) T

poly(C) = polyc

poly(A) = poly,

poly((Th, T2)) = (poly(T1), poly{T2))

poly(Outl T) = outl (poly{T))

poly(Outr TY) = outr (poly{T))

poly{AA.T) = Apoly,.poly(T)

poly(T U) = (poly(T)) (poly(U})

poly(Fiz T) = fiz (poly{(T))
Indeed, type abstraction is mapped to value abstraction, type application to value
application, and type recursion to value recursion. ]

Now, the specialized version of poly(T), which we write poly 1, is simply

polyp = poly(T).

As an example, the specialized version of poly(Perfect Int) is poly pe,fece Int poly
where poly pe,fect 1S given by

POLY porie :: VA.Poly A— Poly (Fork A)

POl por;, = AA.Apoly, . poly, A poly, A poly s

PolYperfect i+ VA.Poly A — Poly (Perfect A)

POl perfect = fix (AP . Apolyp :: (VB . Poly B — Poly (P B)).\A. Apoly 4 :: Poly A.

poly, A poly o (P (Fork A)) (polyp (Fork A) (poly gy, A poly 4))) Perfect).

We can simplify the last definition slightly by performing a A-reduction and by
writing a = fiz f as the recursive equation a = f a.

POLY pefect i VA.Poly A— Poly (Perfect A)
POWY perfect A polys = polyy A poly, (Perfect (Fork A))
(pOZyPerfect (FOT’]C A) (pOZyFork A pOZyA))

The code nicely illustrates why we require polymorphic recursion when we trans-
late it to Haskell: the recursive call is used at an instance, Fork A, of the declared
type.

As a second example, consider the specialization of poly to the ubiquitous list
data type List = AA. Fix (AB.1+ A x B)—this is the A-dropped variant of List,
see Section 2.5.1.

polyr.e = VA.Poly A— Poly (List A)
polyr.se = AA.Apoly, :: Poly A. fix (AL. Apoly; :: Poly L.
poly, 1 poly, (A x L) (poly, A poly, L polyy)) (List A))
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Again, we can simplify the definition slightly, this time by using a local definition.

POlY 1ist . VA.Poly A— Poly (List A)
poly ;¢ Apoly, = polyp,
where poly; = Poly (List A)
poly;, = poly, 1 poly, (A x List A) (poly, A poly, (List A) polyp)

This time ordinary recursion will do (poly;, has not even a polymorphic type).

Finally, let us consider some instances given in Haskell. Figures 3.3 and 3.4
list the specialization of encode, defined in Section 1.1.1, to some of the data
types introduced in Section 2.1. Note that we have simplified the code by inlining
the encodec instances. The specializations illustrate several interesting points.
As to be expected, the function encodeSequ makes use of polymorphic recursion:
the recursive call has type VA.(Fork A — Bin) — (Sequ (Fork A) — Bin),
which is a substitution instance of the declared type. In general, polymorphic
recursion is required whenever the type recursion is nested. Several functions
have rank-2 type signatures; encodeFMapFork shows in a nutshell why this is
necessary: the argument encodeFA is applied at two different instances: the inner
call has type VA.(A — Bin) — (FA A — Bin) while the outer call has type
VA.(FA A — Bin) — (FA (FA A) — Bin). The functions encodeFMapSequ and
encodeSquare’ even combine polymorphic recursion and the specialized use of a
polymorphic argument.

The following theorem states that poly{—) is well-typed.

THEOREM 3.2 If poly(C :: €) :: Poly(€) C for all type constants C € Const, then
poly(T :: ) :: Poly(%) T for all closed monomorphic type terms T € MonoType.

PrOOF. This is a simple instance of Theorem 3.10. O

The rest of this section is concerned with the proof of correctness. You may
wish to skip the following on first reading. Roughly speaking, we have to show
that poly(T) = poly{T}), that is, the extension of poly is equal to the promoted
version. The proof takes place in a semantic setting and is based on a variant of
logical relations. Here is a brief outline of the proof:

Let poly{T)n = [poly{T)]n be the semantic pendant of poly{—). We have
already mentioned that poly{—) can be seen as specifying an interpretation of
type terms (or of terms of the simply typed A-calculus if you like). A second
interpretation of type terms is given by the Bohm-tree model. Now, let T be a
closed monomorphic type term of kind x. Then we can prove that the Bohm-tree
7 =BT(T) and the instance ¢ = poly({T) are related by poly(r) = . This result
immediately implies poly(BT(T)) = poly{T) as desired.

For ease of reference here is the definition of poly{—) spelled out in detail.

poly(C :: €)n = poly¢

poly (A :: 2)n = n(poly »)

poly<<(T1, Tp) =% x Tphn = (poly(T1 = Ty )n, poly (T :: Ta)n)
poly{(Outl T :: T1)n = outl (poly(T :: %1 x T2)n)

poly{(Outr T :: To)n = outr (poly(T :: Ty x Ta)n)

poly((AA. T):& - Thyn = Aa.Ap.poly(T :: T)n(A:=a, poly 4 = )
poly(T U :: U)n = (poly(T :: &t — B)n) ([U]n) (poly(U :: )n)

poly(Fiz T :: {)n

Ifp ((poly (T :: & — U)n) (ifp ([T]n)))
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encodeMaybe
encodeMaybe encodeA nothing
encodeMaybe encodeA (just a)

encodelList
encodeList encodeA
where encodel nil
encodeL (cons a as)

encodeRose
encodeRose encodeA
where encodeR (branch a ts)

encodeGRose

encodeGRose encodeF encodeA
where encodeG (gbranch a ts)

encodeFix

encodeFix encodeF
where encodeR (in )

encodeListBase

encodeListBase encodeA encodeB nilL

VA.(A — Bin) — (Maybe A — Bin)
[0]
1: encodeA a
VA.(A — Bin) — (List A — Bin)
encodelL
[0]
1: encodeA a H encodelL as
VA.(A — Bin) — (Rose A — Bin)
encodeR
encodeA a H encodeList encodeR ts
VF. (VB . (B — Bin) — (F B — BZTL))

— (VA.(A — Bin) — (GRose F A — Bin))
encodeG
encodeA a H encodeF encodeG ts
VF. (VA. (A — Bin) — (F A — an))

— (Fiz F — Bin)
encodeR
encodeF encodeR x
VA.(A — Bin) — (VB .(B — Bin)

— (ListBase A B — Bin))

[0]

encodeListBase encodeA encodeB (consL a b)

encodeFork
encodeFork encodeA (fork ai ag)

encodeSequ

encodeSequ encodeA endS
encodeSequ encodeA (zeroS s)
encodeSequ encodeA (oneS a s)

1: encodeA a + encodeB b

VA.(A — Bin) — (Fork A — Bin)
encodeA a1 H encodeA as

VA.(A — Bin) — (Sequ A — Bin)
[0]

1:0: encodeSequ (encodeFork encodeA) s

1:1: encodeA a H encodeSequ (encodeFork encodeA) s

Figure 3.3: Specializing encode to different data types (part 1).
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encodeFMapFork i VFA.(VW . (W — Bin) — (FA W — Bin))
— (YV .(V — Bin) — (FMapFork FA V — Bin))
encodeFMapFork encodeFA encodeV (trieFork tf)
= encodeFA (encodeFA encodeV) tf
encode FMapSequ i VFA.(VW . (W — Bin) — (FA W — Bin))
— (YV .(V — Bin) — (FMapSequ FA 'V — Bin))
encodeFMapSequ encodeFA encodeV nullSequ
= [0]
encodeFMapSequ encodeFA encodeV (trieSequ te tz to)
1: encodeMaybe encodeV te

H# encodeFMapSequ (encodeFMapFork encodeFA) encodeV tz
H encodeFA (encodeFMapSequ
(encodeFMapFork encodeFA) encodeV') to
encodeSquare i VA.(A — Bin) — (Square A — Bin)
encodeSquare encodeA m = encodeSquare’ encodeNil encodeA m
encodeSquare’ . VF.(VB.(B — Bin) — (F B — Bin))

— (VA.(A — Bin) — (Square’ F A — Bin))
encodeSquare’ encodeF encodeA (zeroM m)
= 0: encodeF (encodeF encodeA) m
encodeSquare’ encodeF encodeA (succM m)
= 1:encodeSquare’ (encodeCons encodeF) encodeA m

encodeNil i VA.(A — Bin) — (Nil A — Bin)
encodeNil encodeA nilN =[]
encodeCons . VF.(VB.(B — Bin) — (F B — Bin))

— (VA.(A — Bin) — (Cons F' A — Bin))
encodeCons encodeF encodeA (consC a )
= encodeA a + encodeF encodeA z

Figure 3.4: Specializing encode to different data types (part 2).
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Before we proceed let us make one small amendment to the definition of poly{—),
which will simplify the proof of correctness. Consider the last equation, which
is concerned with the interpretation of type recursion, and note the nesting of
fixed points. Let ¢ = poly{(T)n and ® = [T]n, then the right-hand side is
Ifp (¢ (Ifp ®@)). Perhaps surprisingly, we can rewrite this expression using a fixed
point operator that works on ® and ¢ simultaneously. Let

slfp®p = | |{d,|neN}
where ag = 1 8o = 1
ony1 = Pay Ont1 = © 0y Op,

then one can prove that slfp @ ¢ = Ifp (¢ (Ifp ®)). In fact, this a simple instance
of a more general result due to Beki¢, which shows how to solve simultaneous
fixed point equations using iterated fixed points ( ). Using slfp the
last equation of poly{—) reads

poly(Fiz T ::k)n = slfp ([T]n) (poly(T :: L — Ahn).

REMARK 3.3 We can also make this change on the syntactical level. To this end
we introduce a family of kind-indexed fixed point operators of type

sficg = VF.(VA.Poly({ly A — Poly(ily (F A)) — Poly(l) (Fiz F)
and replace the last equation of poly{—) by
poly(Fiz T = 4) = sfixg T (poly{T :: L — LUY).
Whether this has any practical advantages remains to be seen. ]

We have already remarked that the proof of correctness is based on a variant of
logical relations that relates Bohm-like trees to generic instances. Since the type
of a generic instance depends on the type argument, the relation is a subset of a
dependent product:

8% C Y7 € BY. Dom (Poly*([r])),

where Poly® = [Poly(2)]. The members of S are given by

(n)es = polylr=y
(1,0) € S¥** = (outl 7,0utl ) € ST N (outr 7,0utr ) € S¥
(r,0) € ST7% = You e BT.Y5 € Dom (Poly™([v])).

(v,6) € ST D (T v,¢ [v] 6) € S™.

Note that S closely adheres to the structure of logical relations: pairs are re-
lated iff the corresponding components are related; functions are related iff related
arguments are taken to related results. The only difference to ‘classical’ logical
relations is that in the last clause ¢ additionally takes [v] as an argument. This
is because the instance poly(F :: T — i) is given by a polymorphic function.
Recall from Section 2.4.3 that the set of all Bohm-like trees gives rise to a model
of the simply typed A-calculus. The following fact is a restatement of Fact 2.28.
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FacT 3.4 Let V be a monomorphic type term of kind 2. Let o: Var — B and

n:: Var — T be two environments such that [o(A)] = n(A4) for every free variable
A of V, then

[B[VI]el = [VIn. O

The following Lemma is a variant of Lemma 2.20 suitably modified to work with
the relation S.

LEMMA 3.5 Let V be a monomorphic type term of kind 0. Let ¢: Var — B and
n:: (Var — T)W (var — Dom) be two environments such that [o(A)] = n(A) and
(0(A),n(poly 4)) € S* for every free variable A :: A of V :: 0, then

(BIV :: Ve, poly(V :: W)n) € ST.
PrROOF. We proceed by induction on the kinding derivation of V :: Q0.

e Case V = (¢ if T =+ — %, then (BT(C), poly(C)) € ST equals

poly(BT(C) vy -+ vk) = poly¢ [v1] (poly(v1)) ... [uvi] (poly(uvr)),
which holds by assumption (see Section 3.1.2).

e Case V = A ::2: holds since p(A4) and n(poly 4) are related.

e Case V = (T, Ty) : T1 x Ty: by the induction hypothesis we have
(B[ Ty %o, poly(T1::T1)n) € S N (B[T2:Talo, poly(To::Ta)n) € S*2,
which immediately implies
((BIT1 :: %a]o, B[ Ts :: Tx]0), (poly( T = T1)n, poly( Ts :: To)n)) € ST 72

e Case V = Qutl T :: %1: by the induction hypothesis we have

(B[T :: %1 x Ta]o,poly(T :: Ty x To)n) € S¥+**2,
which immediately implies

(outl (B[T :: T, x F2]0),0utl (poly(T :: Ty x Tu)n)) € S**.

e Case V = Qutr T :: %5: analogous.
e Case V=(AA.T)::6 — T: We have to show that

(B[(AA.T):: 6 — To,poly((AA. T): & — T)n) € SS—F
=Y. (v,0) €S®
O (B[(AA.T)::6 — TJov,poly((AA.T):: & — T)n [v] §) € S*
Assume that (v,d) € S®. Since the modified environments o(A := v) and

n(A := [v], poly 4 := ) are related, we can invoke the induction hypothesis
to obtain

(B[T :: T)o(A :=v),poly(T :: T)n(A := [v], poly 4 := §)) € S*.

Now, since B[(AA.T):: 6 — T]ov = B[T :: ¥[o(A :=v) and furthermore
poly((AA.T):: & — T)n [v] 6 = poly(T :: TYn(4 := [v], poly 4 := §) the
proposition follows.
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e Case V = (T U)::U: by induction hypothesis we have

(B[T :: 4 — Vo, poly( T :: 4 — V)n) € ST
=Y. (v,d)eSY
D ((B[T :: 4 — W] o) v, poly( T :: Lk — BVYn [v] 6) € ST

and
(BLU :: U)o, poly (U :: &h)n) € S*.

Setting v = B[ U :: U] o and § = poly(U :: U)n and since [B[U]eo] = [U]n,

we obtain

((BIT = 4t — Do) (BIU :: U]e), (poly( T =: & — B)n) ([U]n) (poly(U :: hhn)) € S¥.

e Case V = Fiz T ::4: by induction hypothesis we have
(B[T :: 4 — UJo, poly( T :: t — L)) € SH—~4

=Y. (v,d) eSY
D (B[T 4 — UJov,poly(T :: 4 — L)y [v] 6) € S™.

Define
) = 1
Tne1 = B[T U — UoT,
o = 1
dn+1 = poly(T :: b — )n [1,] 0n.

Using the induction hypothesis and the fact that ST is pointed (since poly
is strict) we can show

(Tn,0,) € SY

for all n € N. Since S is furthermore chain-complete, we have

(L7 [ n €N} {dn | n €N}) € SH.

Now, since | {7, | n € N} =lifp (B[T :: U — U]p) and

|_|{5n | n e N}
= { definition slfp }
Sifp ([B[T 1t — t]e]) (poly(T = 4l — $1))
{ B[ T]el = [T]n }
slfp ([T :: 4 — UJn) (poly{ T :: & — Uhn)

the proposition follows. O

THEOREM 3.6 Let T be a closed monomorphic type term of kind *, then

poly(BT(T)) = poly(T). O
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3.2 Generalizing to first- and second-order kinds

In the previous section we have considered generic values indexed by types of
kind x. For generic values such as size that are indexed by type constructors,
some additional machinery is needed. Before we tackle the general case, we first
discuss the main ideas for type indices of kind * — % (Section 3.2.1) and kind
(* — %) — * — x (Section 3.2.2). Sections 3.2.3-3.2.5 then mirror the structure of
the previous section. Section 3.2.3 characterizes the set of normal forms of types
of first- or second-order kind, Section 3.2.4 introduces a scheme for defining values
indexed by types of this kind, and Section 3.2.5 shows how to promote a generic
value thus defined to types of arbitrary kinds. Finally, Section 3.2.6 explains why
the approach is limited to types of first- and second-order kinds.

3.2.1 Type indices of kind x — %

Generic values such as size that are indexed by type constructors of kind x — *
are defined using a scheme similar to the one introduced in Section 3.1.2, except
that the type patterns on the left-hand side operate on type constructors and that
there is one additional case to take into account, namely the identity type. As an
example, consider the generic definition of the mapping function (as usual, we use
Haskell syntax, that is, we omit universal abstractions and applications).

map(T :: x — %) 2 VAB.(A—-B)— (T A— T B)
map(Id) m a = ma

map(l) m u = u

map(Char) m c = ¢

map{Int) m i = 1

map(F + G) m (inl f) = inl (map(F) m f)

map(F + Gy m (inr g) = inr (map(G) m g)

map(F x GYm (f,g) = (map(F) m f,map(G) m g)

The definition employs the type abbreviations introduced in Section 2.5.1. We will
refer to 1, Char, Int, (+) and (X) as the lifted variants of 1, Char, Int, (+) and
(x), respectively. When used as type patterns, we call Id projection pattern and
1, Char, Int, F + G and F' x G constructor patterns.

The mapping function map(T) applies a given function to each element of
type A in a given container of type T A. The above definition shows quite clearly
that the mapping function leaves the structure of the container intact. We have
remarked several times that the mapping function is related to the categorical
concept of a functor—map(T') corresponds to the morphism part of a functor the
object part being given by the type constructor 7. Now, the above definition
of map makes essential use of the fact that Id, 1, Char, Int, (+) and (x) are
functors (or bifunctors) themselves. Using the mapping functions of these type
constructors we can define map more succinctly:

map(T :x—x) =+ VAB.(A—B)— (T A— T B)
map(Id) m = m

map(l) m = i

map(Char) m = id

map(Int) m = id

map(F + GYm = map(F) m + map(G) m
map(F x GYym = map(F) m x map(G) m.
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Now, can we be sure that the type patterns cover all possible cases? To answer
this question let us characterize the set of normal forms of types of kind x — *.
Assume that we are given a type F of kind x — x. Applying n-expansion we
have FF = AA.F A. The body of the abstraction has kind x and we know from
Section 3.1.1 the shape of its normal form. The free type variable, A, is simply
treated as an additional type constant of kind x. Now, to make the passing of A
explicit we abstract A out. The abstraction function [A] T is defined by induction
on the structure of normal forms of kind *.

[A] A = Id

4] 1 -1

[A] Char = Char

[A] Int = Int

[A]T+U = ([A]T)+([A]U)
[A] T x U = ([A] T) x ([A] U)
(Al T—-U = ([AIT)=([A] U)

The abstraction process replaces A by Id and the primitive type constructors by
their lifted versions. It is easy to see that AA. T = [A] T. Thus, we obtain the
following characterization of NF*—*,

NF*—)*

—
S

|1

|  Char
| Int

| NFT™" £ NF; ™"

| NFT™" x NF;™*

We can, in fact, view Id, 1, Char, Int, ‘4+’, ‘X’ and ‘=’ as a tiny combinator
language for defining type constructors of kind * — *.

3.2.2 Type indices of kind (x — %) — x — *

Let us start with a characterization of the set of normal forms of types of kind
(* — %) — * — x. We proceed exactly as in the previous section. Given a type H
of kind (* — %) — * — % we apply n-expansion to obtain H = AA; Ay. H Ay As.
The body of the abstraction has kind x and its normal form can be characterized
in the usual way. Again, the type variables A; :: *x — x and As :: x are treated as
additional type constants. The abstraction function now simultaneously abstracts
Ay and As out (note that A; takes an argument since it has kind * — *):

[A1 A2] (AL T) = Pi([A1 A2] T)

[Al AQ] Ay = Py

[4; A2] 1 =1

[Al AQ] Char = M

[Al AQ] Int = M

[A1 A) T+ U = ([41 4] T)+ ([A1 A2] U)
[A1 A] Tx U = ([A1 A2] T) x ([A1 A2] U)



Generic programs

The type combinators are defined as follows:

P H = AA; Ay Ay (H Ay Ay)

Py = AA; As Ay

1 = AA; As .1

m = AA1 AQ . Char

M = AA1 A2 .Int

H1 i Hg = AA1 Ag . (H1 A1 Ag) + (H2 A1 Az)
H1 RaS H2 = AA1 AQ . (Hl A1 AQ) X (H2 A1 AQ)
H1 = H2 = AA1 A2 . (Hl A1 AQ) — (H2 A1 Az)

Since we have two type variables, A; and As, we have two projection patterns,
Py H and P,. Consequently, the set of normal forms NF*~*)=*=* ig characterized
by the following grammar.

NF(*—»*)—»*—>* -Pl NF(*—>*)—>*—>*

| P2

|1

|  Char

| Int

| NFg*H*)H*H*_FNFg*H*)H*H*
|

|

NF%*H*)H*H* « NFg*H*)H*H*

NF%*—H()—H(—M' 2 NFg*—H()—H(—h\—

An example of a generic function that is indexed by types of this kind is a so-
called higher-order mapping function. A higher-order functor operates on a functor
category, which has as objects functors and as arrows natural transformations. In
Haskell we can model natural transformations by polymorphic functions:

typeFl—GFl = VAFlA—>F1A

A natural transformation between functors F; and F5 is simply a polymorphic
function of type F; — F5. A higher-order functor H then consists of a type
constructor of kind (x — %) — (* — «), such as GRose, and an associated mapping
function of type (F; — Fs) — (H Fy — H F;). The mapping function enjoys the
following generic definition.

hmap(T :: (x > x) = x — %) = VFy Fy.(Functor Fy, Functor F)
hmap(P1 H) m = m- fmap (hmap(H) m)

hmap(Ps) m = id

hmap(1l) m = i

hmap{Char) m = i

hmap(Int) m = i

hmap(Hy + Ho) m (inl hy) = inl (hmap{Hy) m hy)

hmap(Hy + Hy) m (inr he) = inr (hmap(Hz) m hs)

hmap(Hy X Hz) m (h1,hy) = (hmap(Hi) m hy, hmap(Hz) m hs)

Note that the assumption that F; and F, are functors is expressed by the Haskell
context (Functor Fi, Functor Fy). Actually, we only require a simpler context,
namely Functor Fi, since the method of Functor, fmap, is only used at that type.
There is an alternative definition of hmap given by (only the first equation is
different)

hmap(Py HY m = fmap (hmap(H) m)-m
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that requires a Functor F context. Both definitions are equivalent by virtue of
m’s naturality condition (or by virtue of the parametricity theorem).

We can use the higher-order map, for instance, to change the ‘base collec-
tion’ F' in a generalized rose tree of type GRose F' A. Say, we are given a function
toSequ :: List — Sequ that turns a list into a binary random-access list. Using
hmap{GRose) toSequ :: GRose List — GRose Sequ we can change the base col-
lection of a generalized rose tree from lists to binary random-access lists. Note
that the higher-order map does not touch the elements contained in the tree. The
elements can be changed using map(GRose List) or map(GRose Sequ).

3.2.3 Normal forms of types

After having considered two instances, let us tackle the general case. To this
end assume that we are given an arbitrary set of type constants Const = { Cj ::
¢y,..., Cp:: €} where the kind of the i-th constant C; is given by €; = L ——
So the only requirement on Const is that the type constants have first-order kinds
(note that if order(€) < 1 then € = x* — x for some k). Furthermore, assume
that we want to define a generic value that is indexed by a type constructor of
kind B =Py — -+ — P, — x with P; =+™ — x. So P has at most order 2.
For characterizing the set of normal forms it is useful to introduce the notion
of lifting. We have already introduced lifting in Section 2.4.4 albeit for terms of
the simply typed A-calculus. The following is a recap of the definitions adapted
to type terms. Lifting maps a type T :: ¥ to a type 77T :: 1% where 1% is given by

Ix S
MTx U = (1%) x (10
1T—U = (19) — (14).

Note that T¥ is defined by induction on the structure of kind terms. If 8 = «, then
(1) is simply the identity. The lifted version 7T of type T is defined by induction
on the structure of type terms:

1C = C

TA = A

(T, Tz) = (1Th,1T»)
10ul T = Outl (1T)
10utr T = Outr (17)
TAA.T = AAAT
ITU = (1) (D)
1Piz T = Fiz (7).

The transformation assumes that for each type variable A ::% there is a lifted type
variable A :: 1. The lifted versions of the primitive types C; :: 1€; are given by

Ci (Hy=:B) ... (Hg, =*B)
:A(X1 <’131) (Xn%n)Cl (H1 X1 Xn) (Hkl X1 Xn)
Recall from the previous two sections that the type patterns used in a generic
definition can be divided into two categories: projection patterns and constructor
patterns. The latter are formed using the lifted type constants. The former are
built using the projection types P; :: TB; defined by
Pj (Hy ::%B) ... (Hpy, = B)
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Consequently, the set of normal forms is characterized by the following grammar.

NF¥ Py NFY ... NFE®

| P,NF} ... NFP
{ Cy NF} ... NF}
|

G NFY ... NF}

We have n projection patterns and [ constructor patterns. Thus, the total number
of patterns depends on the arity of 3 and on the number of primitive types.

The following lemma, which will be needed in Section 3.2.5, shows that if we
apply a lifted type to the projection types we obtain the original type back.

LEMMA 3.7 Let T :: 3 be a closed monomorphic type term, then
arypP, ... P, = T.

PRrROOF. The proof is based on Corollary 2.22 (we use the Béhm tree model as
the underlying model &). First of all, we require type-level counterparts of the
combinators K and S.

KT = AMXi:B) . (XouBa). T

LetAs = B[S] and note that app®X ¢ d =S ¢ d. Now, Corollary 2.22 states that
B[K T] ~% B[1T], which is equivalent to

V1o T YT LT
1 ~PB1 7—{ N« N7, ~Bn 7—7/1 (31)
DS -~ (SBIKT)mn) - ta=8B1T] 7 - 75,
where
T ~Fi Tj{ = Yoy ... Umj.s (grjvl) Umj:T;vl Uy,

Note that B[Nth;] ~%i B[P;] where Nth; = A(X;::%1) ... (X, ::Bn) . X;, which
implies
B[(1T) P1 ... P,]
= { definition of B }
B[1T] B[] --- B[P]
= {(3.1) and B[Nth;] ~¥ B[P;] }
S ... (S (B[K T]) B[Nthi]) --- B[Nth,]
= { definition of B }
B[S ... (S (K T) Nthy) ... Nth,]
= { definition of S, K and Nth; }
BIAX; ... Xo. T X1 ... X,]
= { n-conversion }

B[T].
Consequently, (17) Py ... P, = T. O
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For instance, if 8 = * — %, we have Py = Id and (1T) Id = T. As a second
example, if P8 = x — * — x, we have P; = Fst = AA; As. Ay, P, = Snd =
AA1 A2 . A2 and (T T) Fst Snd =T.

3.2.4 Defining generic values

The characterization of normal forms given in the previous section suggests the
following scheme for defining values indexed by type constructors of kind 3.

poly(T :: B) i Poly T
poly(Py A1 ... Apy) = polyp A1 (poly(A1)) ... Am, (poly(Am,))

poly(Pp Ay ... Ap,) = polyp Ay (poly(Ar)) ... Am, (poly(Am,))
poly(Cy Ay ... Ap,) polyc, Ay (poly(Ar)) ... A, (poly(Ar,))

poly(Cp Ay ... Ar,) = polyg A1 (poly(Ar)) ... Ak, (poly(Ar,))

The type of poly(T) is given by Poly T, where Poly is a type constructor of kind
B — x. The poly 3 and the poly o, values must have the following types:

polypj 0 VAy.Poly Ay — -+ = VA, . Poly Ap,; — Poly (P; Ay ... Ap;)
polyc, = VAy.Poly Ay — -+ — YAy, . Poly Ay, — Poly (C; Ay ... Ay,).

Each of the generic definitions we have encountered so far adheres to this defini-
tional scheme. As an example, let us consider how the size function introduced in
the introduction fits into it: size is indexed by type constructors of kind * — x,
size(T') has type Size T =VA.T A — Int and the functions sizejq, size1, size .,
size Char, Size4, and sizey are given by

sizeq = M. Xa:A.1

sizey = M. Au:=1.0

sizechar = AA.Ac: Char.0

sizee = AA.Ai:nInt.0

size = AF.)sizep::(VA.F A — Int) . \G.)sizeg :: (VA.G A — Int).

M. As: (F A4+ G A).casesof {inl f = sizep A f;inr g = sizeg A g}

sizex = AF . Asizep:: (VA.F A — Int) \G.\sizeg : (VA.G A — Int).
M. Ap:(FAx GA).sizep A (outl p) + sizeg A (outr p).

As an aside, note that size(T) is not only a generic, but also a polymorphic
function. This combination is, however, not compelling: the generic function
sum{T), which sums a structure of integers, has the monomorphic type T Int —
Int.

The semantics of generic definitions is as before: the meaning of poly(T),
where T € MonoType is a closed monomorphic type term of kind 3, is given by
poly(BT(T)).

3.2.5 Specializing generic values

Promoting poly to types of arbitrary kind also proceeds as before, except that we
are now working in a higher realm, that is, we work with lifted kinds and types.
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To begin with, the type of the promoted version is given by Poly(—), which is
defined by induction on the structure of lifted kinds.

Poly(1% :: O) o (1%) =«

Poly(1*) T = Poly T

Poly(TA x B) T = Poly(1A) (Outl T) x Poly(1B) (Outr T)
Poly(12 — B) T = VA.Poly(1A) A — Poly(1B) (T A)

The definition of poly{—) is inductive on the structure of kinding derivations.

poly(1T :: 1) = Poly(1%) (1T)

poly{C :: €) = polyc

poly (A :: ) = polyy

poly((T1, To) = Ty x Ta) = (poly( Ty == Tu), poly( Ty :: T2))
poly(Outl T :: T1) = outl (poly(T :: T x T3))

poly{Outr T :: Ta) = outr (poly(T :: T1 x T2))
poly((AA.T): (6 — %)) = AA.Apoly,.poly(T :: %)

poly(T U :: V) = (poly(T :: &k = B)) U (poly(U :: L))
poly(Fixz T :: 4L) = fiz (poly(T =k — UY) (Fiz T)).

Note that poly{—) depends only on the polyc but not on the poly p values. The

latter instances are used in the initial call: the specialized version of poly(T),
which we write poly 1, is given by

polyp = poly(1T) Py (poly(Fr)) .. Pn (poly(Pn)).

Thus, in order to specialize poly{T) we specialize poly{] T). The resulting function
has type

VXi. Poly(1%1) X1 — -+ = VX, . Poly(19,) Xn — Poly (1T) X1 ... X»).

Supplying P; as type and polyp, :: Poly(1%;) P; as value arguments we obtain a
value of type Poly ((1T) Py ... P,) =~ Poly T.
The following theorem states that the specialization is correct.

THEOREM 3.8 Let T :: ‘B be a closed monomorphic type term, then

poly(BT(T)) = poly(1T) [P1] (poly(P1)) ... [Pn] (poly{(Pn)).
ProOOF. Using an argument similar to Lemma 3.5 we have

(BI1T], poly(1 T)) € 6%
=V ..o T Y1 ... pn.
(T1,01) €SPFr N -+ N (7w, 00) €SP
D poly(B[1T]m -+ 7o) = poly{TT) [11] ¢1 --- [7n] ©n,

(3.2)

where

(1, 05) € S¥
= VU ... Up, -
poly(7j v1 -+ vm;) = @; [v1] (poly(v1)) ... [vm,] (poly(vm,)).
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Note that (B[P;], poly(P;)) € S¥i, which implies

poly(TT) [P1] (poly(P1)) ... [Pn] (poly(Pn))
{(32) and (B[P;], poly(P;)) € 5% }
poly(B[1T] B[] --- B[Px])
{ definition of B }
poly(B[(1T) Py --- Py])
{ Lemma 3.7 }
poly(B[TT) o

3.2.6 Limitations of the approach

The approach to generic programming introduced in the previous sections is re-
stricted to type constants of first-order kind and type indices of second-order kind.

To see why Const must not contain types of second-order kind or higher assume
that Fiz :: (x — *) — * is a primitive type. Since Fiz’s argument is a type
constructor, we can no longer define generic values inductively: poly(Fiz F), for
instance, cannot fall back on poly(F) since F has not kind x. A similar argument
applies to type indices. Recall from the characterization of normal forms that we
n-expand a type T of kind B to AA; ... A,.T A; ... A,. The type parameters
Ay, ..., A, are then treated like additional type constants. Consequently, their
kinds must have order less or equal 1, which in turn implies that 8 must have
order less or equal 2.

3.3 Type-indexed values with kind-indexed types

In the two previous sections we have discussed POPL-style generic definitions.
They nicely illustrate the power of genericity: to define a generic value for all
possible instances of data types it suffices to provide instances for all primitive
types (plus some instances for projection types). We have also come across some
limitations of the approach: primitive types are restricted to first-order kinded
types and type indices may only range over second-order kinded types. One may
argue that this is not a severe restriction as higher-order kinded types are a rare
species. However, there is one further limitation that is not so obvious at first
sight but that is more constraining in practice: type indices are restricted to types
of one fized kind.

To illustrate the problem consider again the mapping function. In Section 3.2.1
we have defined a mapping function for unary type constructors of kind x — *.
But mapping functions can be defined for type constructors of arbitrary arity.
In the general case, the mapping function takes n functions and applies the i-th
function to each element of type A; in a given structure of type F' A; ... A,.
Alas, POPL-style definitions do not allow to define these mapping functions at
one stroke. The reason is simply that the mapping functions have different types
for different arities. For instance, here is the mapping function for bifunctors:
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bimap(T :: x — x — %)

VAl AQ . (A1 — AQ)
—>VB1 BQ.(Bl —>BQ) — (TAl Bl — TAQ BQ)

bimap(Fst) mA mB a = mAa

bimap(Snd) mA mB b = mBb

bimap (1) mA mB u = u

bimap(Char) mA mB ¢ = ¢

bimap(Int) mA mB i = 1

bimap(F + G) mA mB (inl f) = inl (bimap(F') mA mB f)

bimap(F + G) mA mB (inr g) = inr (bimap(G) mA mB g)

bimap(F x G) mAmB (f,g) = (bimap(F) mA mB f, bimap(G) mA mB g).

The definition is nearly identical to the definition of map except for the first two
cases. The mapping function for ternary functors also requires a separate definition
and it also shares most of the code with map and so forth. Somewhat ironically,
even though the generic programmer has to provide separate definitions for each
arity, the specialization of map and colleagues works for arbitrary kinds. If a unary
type constructor is defined in terms of, say, a ternary type constructor, then the
specialization generates a (higher-order) mapping function for this type.

So the million-dollar question is, whether there is a chance that the generic
programmer may profit from the flexibility present at the implementation level.
Fortunately, the answer to this question is in the affirmative. But before we spell
out the details, let us make a brief détour.

What is the most uninteresting generic function you can think of? Most read-
ers would probably agree that this is the generic identity function. Here is its
definition—we call it copy because it copies the whole of its argument.

copy(T :: %) w T—T

copy(1) u = u

copy(Char) c = c

copy(Int) i = 1

copy(A + B) (inl a) = inl (copy(A) a)
copy(A+ B) (inr b) = inr (copy(B) b)
copy(A x B) (a,b) = (copy(A) a,copy(B) b)

For the sake of example let us specialize the copy function to some data types.
Recall that the promoted version has type copy(T :: T) :: Copy(%) T where Copy
is defined by induction on the structure of kinds:

Copy(% :: O) n T ok

Copy(*x) T = T—>T

Copy( x B) T = Copy() (Outl T) x Copy(B) (Outr T)
Copy(A — B) T = VA.Copy(2A) A — Copy(B) (T A).

The specialization of copy to List = AA. Fiz (AB.1+4+ A x B) is, for instance,
given by (to improve readability we omit universal abstractions and applications):
copyY s VA.(A— A) — (List A — List A)
Copyriss = Acopya - fix (Acopyp . copy, copy, (copyy copya copyp)).

If we rewrite this definition as a Haskell function, we obtain

copyList i VA.(A— A) — (List A— List A)
copyList copyA nil = nil
copyList copyA (cons a ) = cons (copyA a) (copyList copyA ).
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Perhaps surprisingly, the code is identical to mapList, the mapping function of
List. Only the type of copyList is more restricted: it takes as first argument a
function of type A — A whereas mapList takes a function of type A7 — As. Is
this correspondence just a coincidence? Let us take a look at a second example.
Specializing copy to binary random access lists, Fork = AA. A x A and Sequ =
Fiz (AS . AA. 148 (Fork A)+ A x S (Fork A)), yields

copY por, = VA.(A— A) — (Fork A — Fork A)
COPY pork =  ACOPY A - COPY . COPY 4 COPY 4

COPYsequ = VA.(A— A) — (Sequ A — Sequ A)
COPYsequ = fix (Acopys . Acopy 4 - copy, copy, (

copy 4 (copys (COPY pork COPY A))

(copy . copy 4 (copys (copY pory, cOPYA))) ))-

The corresponding Haskell code looks familiar, as well.

copyFork i VA.(A— A) — (Fork A — Fork A)

copyFork copyA (fork a1 az) = fork (copyA ar) (copyA az)

copySequ i VA.(A— A) — (Sequ A — Sequ A)

copySequ copyA endS = endS

copySequ copyA (zeroS s) = zeroS (copySequ (copyFork copyA) s)

copySequ copyA (oneS as) = oneS (copyA a) (copySequ (copyFork copyA) s)

Again, we obtain the code of the mapping functions!

A first résumé: while the copy function is uninteresting and useless when spe-
cialized to types of kind *, it is interesting and useful when specialized to type
constructors of kind * — * or higher. So why not allow the user to specialize a
generic value to types of arbitrary kinds?

Returning to the example one small mismatch remains: the mapping functions
have more general types than the instances of copy. Can we suitably generalize
the type of copy? It turns out that we must merely add a second type argument:

Map(% :: O) n T T -

Map(*} T1 T2 = T1 — T2

Map(T x Uy Ty To = Map(%) (Outl T1) (Outl Ty) x Map(h) (Outr Ty) (Outr Ts)
Map(f —>11> T1 T2 = VAl A2 Map(‘f) A1 Ag — Map(il) (T1 Al) (T2 Ag)

The type of map(T::T) (alias copy(T ::T)) is then Map(%T) T T. It is instructive
to consider some instances of Map.

Map(x) Int Int = Int — Int

Map(* — ) List List = VA; As.(A1 — As) — (List Ay — List Ag)

Map{(* — *) — x — *) GRose GRose
= VFl F2 . (VBl B2 . (Bl — BQ) — (Fl Bl — F2 BQ))

— (VA; Ay . (A1 — As) — (GRose Fy A1 — GRose Fy As))

For types of kind * we obtain the type of the identity function (in fact, map is
the identity function for types of kind %), for type constructors of kind * — x we
obtain the familiar type of mapping functions and for type constructors of kind
(* — %) — * — * we obtain a sort of higher-order map. Note that the first
argument of the higher-order map takes a function of type By — B, to a function
of type Fy By — F5 B, that is, it changes both the container type and the element
type. By contrast, the mapping function for List (which also has kind x — *) takes
A1 — A2 to List A1 — List AQ.
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Finally, here is the definition of the mapping function itself. To emphasize that
map can be specialized to types of arbitrary kinds we enclose the type argument
in double angle brackets.

map{T :: ) it Map(Z) T T
map{1) u =

map{ Char) c = ¢

map{(Int) i = 4

map{+) mapA mapB (inl a) = inl (mapA a)
map(+) mapA mapB (inr b) = inr (mapB b)
map{x) mapA mapB (a,b) = (mapA a, mapB b)

This straightforward definition contains all the ingredients needed to derive maps
for arbitrary data types of arbitrary kinds. We can define map even more succinctly
if we use a point-free style—as usual, the maps on sums and products are denoted

(+) and (x).

map{1) = i
map{ Char) = id
map {Int) = id
map{+) mapA mapB = mapA+ mapB
map{x) mapA mapB = mapA x mapB

REMARK 3.9 The copy function can be extended to functional types:

copy(A — B) f = copy(B)-f - copy(A).

However, in this case we can no longer generalize the type of copy{T :: ) to
Map(%) T T as copy_, does not have the type Map(x — *x — x) (—) (—). a

3.3.1 Defining generic values

The definition of a generic value in MPC-style consists of two parts: a type signa-
ture, which typically involves a kind-indexed type, and a set of equations, one for
each type constant. Likewise, the definition of a kind-indexed type consists of two
parts: a kind signature and one equation for kind *. The equations for product
kinds and functional kinds need not be explicitly specified. They are inevitable
because of the way type constructors of kind ¥; x T3 and ¥; — To are specialized.
In general, a kind-indexed type definition has the following schematic form.

Poly(% :: O) I
Poly(x) Ty ... T, -
Poly(Ax By Ty ... T, = Poly(A) (Outl Ty) ... (Outl T},)

x Poly(B) (Outr Ty) ... (Outr T,)
Polyd —B) Ty ... T, = VA ... A, . Poly(A) A; ... A,
— Poly(B) (Ty A1) ... (T, Ay)

The kind signature makes precise that the kind-indexed type Poly(% :: O) maps
n types of kind ¥ to a manifest type (for Map(T:: O) we had n = 2). The generic
programmer merely has to fill out the right-hand side of the first equation.
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Given the kind-indexed type a generic value definition takes on the following
schematic form.

poly(T = %) = Poly(x) T ... T

poly(1) =

poly{Char) =

poly{Int) =

poly{(+) =

poly () =

poly(—) =

Again, the generic programmer has to fill out the right-hand sides. To be well-
typed, the poly{C :: €) instances must have type Poly(€) C ... C as stated in
the type signature. As usual, we do not require that an equation is provided for
every type constant C in Const. In case an equation for C' is missing, we tacitly
add poly(C) = undefined.

It is worth noting that there are no restrictions on the set Const of type con-
stants. In particular, type constants are not restricted to types of first-order kind.

3.3.2 Specializing generic values

The type signature of a generic value determines the type for closed type indices.
However, since the specialization is defined by induction on the structure of type
terms, we must also explicate the type for type indices that contain free type
variables. To motivate the necessary amendments let us take a look at an example
first. Consider specializing map for the type Matriz given by AA. List (List A).
The definition of map yrupris 18

MaP prarrie - VAL A2, (A1 — A2) — (Matriz Ay — Matriz Ag)
map pratriz = )‘Al A2 )\mapA (Al - AZ) map r;st (LZSt Al) (LZSt AQ)
(map ;o A1 As map 4).

First of all, the type of map /444, determines the type of map 4, which is given by
Map(x) Ay Ay = A1 — Ay. Now, Matriz contains the type term List A, in which
A occurs free. The corresponding mapping function is map ., A1 A2 map 4, which
has type Map(x) (List Ay) (List As) = List Ay — List Ay. In general, poly{T::%)
has type Poly(%) |T]1 ... |T], where | T|; denotes the type term T, in which
every free type variable A has been replaced by A;. To make this work we assume
that the individual variable poly 4 associated with A has type Poly() A ... A,
with 2 = kind A and that the A; are fresh type variables associated with A. Given
these prerequisites the extension of poly is defined by

poly<<T T) w Poly(Z) | T)y ... [T]n

poly(A :: 2A) = polyy,

poly(( T17 To):: %1 x To) = (poly(Ty::%1), poly(Ts :: Ta))

poly(Outl T :: Ty) = outl (poly(T :: T1 x Ta))

poly{Outr T :: Ty) = outr (poly(T :: T4 x Ta))

poly((AA.T):: (6 = X)) = XAy ... A, . Apoly, . poly(T :: X)

poly(T U :: V) = (poly(T 4 —BVY) | U1 ... | Uln (poly(U :: 4))
poly{Fiz T :: U} = fiz ((poly(T :: 4 — 80Y)) | Fiz T|y ... |Fiz T),)

For n = 1 we obtain the definition given in Section 3.1.3. The following theorem
states that poly{—) thus defined is well-typed.
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THEOREM 3.10 If poly(C :: €) :: Poly(€) C ... C for all type constants C €
Const, then poly(X) :: Poly(%X) | X]1 ... | X ], for all monomorphic type terms
X € MonoType of kind X.

PrOOF. We proceed by induction on the kinding derivation of X :: X.
e Case X = (C :: €: by assumption
poly ¢ :: Poly(€) C' ... C'= Poly(€) |C|1 ... |C]n.

e Case X = A::Q: by assumption
poly 4 :: Poly(%) Ay ... A, = Poly(%) |4]1 ... [A]n.

e Case X = (T1, Tz) :: T1 X Ty: by the induction assumption we have
poly(Ty::%1) = Poly(%1) |T1]1 ... [T1]n and
poly(To:: %a) i Poly(Za) |Ta]1 ... [T2]n

and consequently by (X-INTRO)

(poly{ Ty :: T1), poly{ Tz :: T2))
Poly<‘11> \_lel |_T1Jn X P01y<‘22> |_T2J1 I_T2Jn

Noting that Outl (T1, T2) =~ Ti, Outr (T1,T2) ~ Ty and |(T1, T2)|; =
(L T1]4y | T2):) we have

POly<‘3:1> Llel LTlJn X P01y<3:2> LTng LTan
~ POly<3: X 11) I_(T17 T2)J1 e I_(Tl, TQ)Jn

Using (CONV) the proposition follows.
e Case X = QOutl T :: Z;: by the induction assumption we have
poly(T :: Ty x Ta) = Poly(%1 x Ta) | T]1 ... | T]n

where

Poly(Ty x To) [Th ... [T]a
= Poly(A) (Outl | T]1) ... (Outl | T],)
x Poly(B) (Outr |T|1) ... (Outr | T],)
Applying (x-ELIM-L) we obtain
outl (poly{T :: Ty x Ta)) == Poly(A)y (Outl | T]1) ... (Outl | T],)
Since | Outl T|; = Outl | T|; the proposition follows.
e Case X = Qutr T :: T5: analogous.
e Case X = (AA.T):: 6 — T: by the induction assumption we have
poly(T = T) = Poly(T) [T ... [T],
Using (—-INTRO) and (V-INTRO) we have

Ay ..o Ay Apoly 4 . poly(T :: T)
— Poly(Z) |T]1 ... | T]n.

Since |AA.T|; A; = | T]; the proposition follows.
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e Case X = T U ::*°U: by the induction assumption we have

poly{(T : 4 — V) = Polyd = V) |T]y ... |T]n
poly{ U :: L) i Poly() Uy ... [Uln
where
Poly(d —B) [T]1 ... |T]n
= VA, ... A, . Poly(shy A, ... A,
— Poly(T) ([ T]1 A1) - (|T]|n An)

Using (V-ELIM) we obtain

(poly{T =4 —BY) U]y ... |[U]n
Poly() U1 ... [U]n — Poly(B) ([T [U1) ... ([T]n [U]n)

and using (—-ELIM)

(poly{T :: 4 = BY) |U]1 ... | U]y (poly{U :: L))
Poly(T) ([T]1 [U]1) ... ([T]n [U]n)

Since | T]; |[U|; = |T U], the proposition follows.
e Case X = Fiz T ::4: by the induction assumption we have
poly(T b — ) == Polyd — L) [T]|1 ... |T]n
where
Polyd =y | T|1 ... | T]n
= VA, ... A, Poly(t) A, ... A,
— Poly(8l) (| T]1 A1) ... ([T]n An)

Using (V-ELIM) we obtain

(poly{T :: 4 — UY) | Fiz T|1 ... |Fiz T],
Poly(i) |Fiz T|y ... |Fiz T],
— Poly{tt) (LT)s [Fiz T]y) ... (|T]a [Fiz T],)

Since |Fiz T|; ~ |T],; | Fiz T]; we can apply (CONV) and (FIX) to obtain

fix (poly{T :: U — UY) |Fiz Ty ... |Fiz T],)
Poly(Y) |Fiz T]y ... |Fiz T],

as desired. O

Let us conclude the section by noting a trivial consequence of the special-
ization. Since the structure of types is reflected on the value level, we have
poly(AA.F (G A)) = Apoly 4 . poly(F) (poly{G) poly ). This implies, in par-
ticular, that map(F - G) = map(F) - map{G). Perhaps surprisingly, this re-
lationship holds for all generic values, not only for mapping functions. A simi-
lar observation is that poly(AA.A) = Apoly 4 . poly 4 for all generic values. We
have, in particular, that map(Id) = id. As an aside, note that these generic
identities are not to be confused with the functorial laws map(T) id = id and
map(T) (f - g) = map(T) f - map(T) g (see Section 2.2.2), which are base-level
identities.
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3.3.3 Examples
Can we turn the generic functions we have encountered so far into MPC-style?
The answer is an emphatic “Yes!”.
Consider the generic equality function defined in the introduction of Section 3.1.
The kind-indexed equality type is
Fqual(% :: O) T oK
Equal(x) T = T — T — Bool
FEqual(A x B) T = Equal(A) (Outl T) x Equal(B) (Outr T)
Fqual( — B) T = VA.FEqual(A) A — Equal(B) (T A).
Rewriting the POPL-style definition of equal into MPC-style is straightforward.
equal{T :: T) i Equal(%) T
equal (1) uy ug = true
equal { Char) c1 ¢ = equalChar c1 co
equal {Int) iy io = equallnt iy iy
equal{+) equala equalb (inl a1) (inl a) = equala a3 ag
equal (+) equala equalb (inl a1) (inr by) = false
equal (+) equala equalb (inr by) (inl ag) = false
equal (+) equala equalb (inr by) (inr by) = equalb by by
equal{x) equala equalb (a1, b1) (az,b2) = equala ay ag A equalb by by
Now, since equal has a kind-indexed type we can also specialize it for, say, unary
type constructors.
equal(F ::x — %) = VA.(A— A— Bool) - (F A— F A — Bool)
This gives us an extra degree of flexibility: equal{F) op x; x» checks whether
corresponding elements in z; and z, are related by op. Of course, op need not be
an equality operator. PolyLib ( ) defines an analogous
function but with a more general type:
pequal(F ::x — %y 1 VA; Ay. (A1 — Ay — Bool) — (F Ay — F Ay — Bool).
Here, the element types need not be identical. And, in fact, equal{T :: ¥) can be
assigned the more general type PEqual{T) T T given by
PEqual{(% :: O) w T=%T =%
PEqual{x) Ty T = T, — Ty — Bool
PEqual( x B) Ty Ty, = PEqual{2l) (Outl Ty) (Outl Tz) x PEqual(®B) (Outr T1) (Outr Ts)
PEqual( — B) Ty T = YAy Ay. PEqual{A) A1 As — PEqual(B) (Ty A1) (T2 Aa),

which gives us an even greater degree of flexibility.

In general, x-indexed definitions can be easily adopted to MPC-style. Some-
times we can even generalize the types to make the functions more general.

Now, let us turn to a (¥ — *)-indexed value, the size function introduced in
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Section 1.1.2. Its MPC-style variant, which we call count, is given by

Count(% :: O) w Tk

Count(x) T = T — Int

Count(¥ x U) T = Count(%) (Outl T) x Count(hy (Outr T)
Count(¥ — ) T = VA.Count(%) A — Count(ih) (T A)
count(T :: ) i Count(%) T

count (1) u = 0

count{ Char) c = 0

count{Int) i = 0

count{+) countA countB (inl a) = countA a

count(+) countA countB (inr b) = countB b

count{x) countA countB (a,b) = countA a+ countB b.

It is not hard to see that count{T) t returns 0 for all types T of kind  provided ¢
is finite and fully defined (we will prove this in Section 4.3.2). So one might be led
to conclude that count is not a very useful function. This conclusion is, however,
too rash since count can also be parameterized by type constructors. For instance,
for unary type constructors count has type

count(F ::x — %) = VA.(A— Int) — (F A — Int).

Now, if we pass the identity function to count, we obtain a function that sums up
a structure of integers. Another viable choice is k 1; this yields the size function.

sum(F :x — %) = F Int— Int
sum(F) = count(F) id
size(Fi:x— %) = VA.FA— Int
size(F) = count{F) (k1)

In the introduction to Section 3.3 we have discussed how to define mapping
functions for types of arbitrary kinds. Interestingly, the MPC-style map even
subsumes higher-order mapping functions. Recall from Section 3.2.2 that a higher-
order mapping function has type VFy Fs.(Fy — F») — (H Fy — H Fy). Now,
the MPC-style map gives us a function of type

map(H) s VFl F2 . (VBl BQ . (Bl — Bg) — (Fl Bl — F2 BQ))
— (VAl AQ. (Al — Az) — (H F1 A1 — H F2 Ag))

Given a natural transformation m of type F; — F5 there are basically two alterna-
tives for constructing a function of type VBy By .(By — Bs) — (Fy By — Fy Bs):
Ah.m - mapp hor Ah.mapg, h-m. The naturality of m, however, implies that
both alternatives are equal. Consequently, the higher-order map is given by

hmap(H :: (x — %) = x — %) = VEFy Fy.(Functor Fy1, Functor Fy)
hmap(H) m = map{(H) (Ah.m - fmap h) id.

Let us conclude the section with a brief account of the pros and cons of POPL-
style and MPC-style definitions. It is undoubtedly easier to write POPL-style
definitions (at least if the type index has a first-order kind). MPC-style definitions
require more understanding on the user’s side but as a compensation they are
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much more general. If I tackle a generic problem, I usually start writing a POPL-
style definition. If it works, I convert it in a second step to MPC-style. We
have already seen that *-indexed definitions can be easily adopted to MPC-style.
Sometimes one can even generalize the types to make the functions more general.
The adaptation of (x — *)-indexed functions such as map or size is not entirely
straightforward. It often requires some additional thoughts to be able to formulate
a suitable kind-indexed type.

3.4 Related work

Generic programming The concept of generic functional programming ap-
pears under a variety of names: Ruehr refers to this concept as structural poly-
morphism ( , ), Sheard calls generic functions type parametric ( ),
Jay and Cocket use the term shape polymorphism ( ), Harper and Morrisett
( ) coined the phrase intensional polymorphism, and Jeuring invented the word
polytypism ( ).

The mainstream of generic programming is based on the initial algebra seman-
tics of data types, see, for instance ( ), and puts emphasis on general
recursion operators like map and catamorphisms (folds). In ( ) sev-
eral variations of these operators are informally defined and algorithms are given
that specialize these functions for given data types. The programming language
Charity ( ) automatically provides map and catamor-
phisms for each user-defined data type. Since general recursion is not available,
Charity is strongly normalizing. Functorial ML ( ) has a
similar functionality, but a different background. It is based on the theory of shape
polymorphism, in which values are separated into shape and contents. The poly-
typic programming language extension PolyP ( ) offers a
special construct for defining generic functions. The generic definitions are similar
to POPL-style definitions (modulo notation) except that the generic programmer
must additionally consider cases for type composition and for type recursion, see
below for a more detailed comparison.

All the approaches are restricted to first-order kinded, regular data types (or
even subsets of this class). One notable exception is the work of , who
presents a higher-order language based on a type system related to ours (only type
recursion is missing). Genericity is achieved through the use of type patterns which
are interpreted at run-time. By contrast, the specialization technique presented
in Section 3.1.3 does not require the passing of types or representations of types
at run-time. This also distinguishes our approach from the work on intensional
polymorphism ( ; )
where a typecase is used for defining type-dependent operations.

The idea to assign kind-indexed types to type-indexed values is, to the best of
the author’s knowledge, original. Other approaches to generic programming are
restricted in that they only allowed to parameterize values by types of one fixed
kind. Three notable exceptions are Functorial ML ( ),
the work of , and the work of .
Functorial ML allows to quantify over functor arities in type schemes (since Func-
torial ML only handles regular, first-order functors, kinds can be simplified to
arities). However, no formal account of this feature is given and the informal
description makes use of an infinitary typing rule. Furthermore, the generic def-
initions based on this extension are rather unwieldy from a notational point of
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view. Ruehr also restricts type indices to types of one fixed kind. Additional
flexibility is, however, gained through the use of a more expressive kind language,
which incorporates kind variables. This extension is used to define a higher-order
map indexed by types of kind (2 — x) — %, where 2 is a kind variable. Clearly,
this mapping function is subsumed by the MPC-style map given in Section 3.3.3.
Whether kind polymorphism has other benefits remains to be seen. Finally, def-
initions of generic values that are indexed by relators of different arities can be
found in the work of on commuting data types.

PolyP Currently, PolyP ( ) is the only implemented
generic programming extension for Haskell. It is based on the initial algebra
semantics of data types, where recursive data types are modeled by fixed points
of associated base functors. Functors and bifunctors are formed according to the
following grammar.

F = uB
B = KT|Fst|Snd|B+B|BxB|F-B

The functor pB, which is known as a type functor, denotes the unary functor F'
given as the least solution of the equation F' a = B(a, F a). Generic functions are
defined according to the above structure of functors. For instance, in PolyP the
generic function size(F') is defined as follows—modulo change of notation.

size(F') w VA.FA— Int

size{uB) = cata{uB) (bsize(B))

bsize(B) i VA.B A Int — Int

bsize(K T) x =0

bsize(Fst) x =1

bsize(Snd) n = n

bsize(By + Ba) (inl &) = bsize(B1) 11

bsize(By + Bs) (inr 13) = bsize(Ba) @

bSZZ€<Bl X B2> (!131, .’L‘Q) = bS’iZ€<B1> 1 + bS’LZ€<B2> X2
bsize(F - B) x = sum(F) (map(F) (bsize(B)) x)

The program is quite elaborate as compared to the one given in Section 1.1.2: it
involves two general combining forms, the catamorphism cata and the mapping
function map, and an auxiliary generic function, sum. The disadvantages of the
initial algebra approach are fairly obvious. The above definition is redundant:
we know that size is uniquely defined by its action on constant functors (that
is, 1, Char, Int), Id, sums, and products. The definition is incomplete: size
is only applicable to regular functors (recall that, for instance, Perfect is not a
regular functor). Furthermore, the regular functor may not depend on functors
of arity > 2 since functor composition is only defined for unary functors. Finally,
the definition exhibits a slight inefficiency: the combing form map produces an
intermediate data structure, which is immediately consumed by sum.
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Chapter 4

Generic proofs

If you want to prove a property of a generic value, you have to reason generically.
Like the program the proof will be parametric in the underlying data type. This
chapter introduces two fundamental generic proof methods. The first method, a
variant of fixed point induction, is tailored to POPL-style definitions and proceeds
by induction on the structure of types (Section 4.1). Varying the method slightly
we can also use it constructively to derive a generic program from its specification
(Section 4.2). The second method, which is based on logical relations, generalizes
the first method much in the same way as MPC-style definitions generalize POPL-
style definitions (Section 4.3). Using a kind-indexed logical relation we prove, for
instance, that the generic mapping function satisfies suitable generalizations of the
functor laws.

4.1 Fixed point induction

Recall that a generic value such as encode or equal is defined by induction on the
structure of its type argument. In order to deal gracefully with type recursion
we do not operate on finite type terms directly but on their potentially infinite
Bohm trees. For that reason, the basic proof method associated with POPL-style
definitions is fixed point induction. Fixed point induction is like ordinary induction
except that the property in question must denote a pointed and chain-complete
relation.

Section 4.1.1 introduces fixed point induction for type-indexed values and Sec-
tion 4.1.2 generalizes the proof method to values indexed by types of first- or
second-order kinds.

4.1.1 Type-indexed values

The structure of normal forms, see Section 3.1.1, suggests the following induction
principle. Let P be a type-indexed property that denotes a pointed and chain-
complete relation. In order to show that P holds for all types of kind «, it suffices
to show that

P(1

P(

Char)

P(Int)

VA.P(A) D VB.P(B) D P(A+ B)

VA.P(A) D VB.P(B) D P(A x B)

VA.P(A) D VB.P(B) > P(A— B).

To ensure that P denotes a pointed relation it suffices to show that P(0) holds,
where ‘0’ is the ‘empty’ or ‘bottom’ type with BT(0) =  and [0] = L. Of course,
since we are working in a domain-theoretic setting, ‘0’ is not empty but contains
1 as the single element.
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It is useful to know under what conditions P denotes a chain-complete relation.
This is the case, for instance, if P is built from equalities and inequalities using
conjunction, disjunction and universal quantification. All the properties we use

are of this restricted form.

We have already encountered a generic proof in Section 1.1.1. The proof es-

tablished the property Znv given by

Inv(T) = VYt T.Vbin:: Bin.decodes(T) (encode(T) t  bin) = (¢, bin) :: T ® Bin.

Recall that we assumed that we are working in a strict setting. For that reason,
we use smash products, T ® Bin, rather than products in the equation above.
Now, since Znv takes the form of an equation it is chain-complete. The following

calculation shows that it is also pointed.

e Case T=0and t = L:

decodes(0) (encode(0) L + bin)

L

(L, bin).

{ poly is strict: poly(0) = L }

{ pairing is strict for smash products }

4.1.2 Generalizing to first- and second-order kinds

The extension of the induction scheme to type indices of first- or second-order kinds
is straightforward. Recall the normal form of types of kind 3 from Section 3.2.3.
Let P be a type-indexed property, which denotes a pointed and chain-complete
relation. In order to show that P holds for all types of kind B, it suffices to show

that

VA1 . P(A1) D -+ D VA, . P(4n,) D

VA, .P(41) D -+ DVA,, . P(Am,) D
VA1 . P(A1) D -+ D VA, . P(4x,) D

VA1’P(A1) DD VAkl P(Ak,) D)

P(Py A ...

P(P, Ay ...
P(CL A ...

P(Ci A ...

Amy)

Amn)
Akl)

Ag,).

As before, in order to show that P denotes a pointed relation, we simply have to

establish P(0).

To illustrate the induction principle let us prove that the mapping function
defined in Section 3.2.1 satisfies the two functor laws, so that a type constructor
T :: x — * and its mapping function map(T) can, in fact, be seen as the object

and morphism part of a functor.

map preserves identity This property can be formalized as follows:

Zd(T) = VA.map(T)id=1id::TA— T A.

Note that we make the type of the equation explicit. This type information will,
in fact, be needed in order to show that Zd is pointed. For the proof we use the

point-free definition of map given in Section 3.2.1.
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e Case T'=0:
map(0) id
= { poly is strict: poly(Q) = L }
1
= {Ll=id:0—-0}
id.

Note that the last step is only valid, because the type of the equation is
restricted to 0 — 0 and there is only one function of type 0 — 0 (even in

Haskell).
e Case T = Id:
map(Id) id
= { definition of map(Id) }
id.
e Case T'=1:
map(l) id
= { definition of map(1) }
id.

e Case T = Char: analogous.
e Case T = Int: analogous.

e Case T =F + G:

map(F + G) id
= { definition of map(F + G) }
map(F) id + map(G) id
{ ex hypothesi }
id + id
{ (+) functor }
id.

e Case T = F x (: analogous.

Unsurprisingly, the proof essentially rests on the fact that Id, 1, Char, Int, (+)
and (x) are functors (or bifunctors).

map preserves composition This property is given by

COmp(T) = VAl A2 A3.VfIZA2 —>A3.Vg::A1 —>A2.
map{T) (f - g) = map{T) f - map{T) g T A; — T As.

The straightforward proof is left as an exercise to the reader.
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A property of size Recall the function size(T)::VA.T A — Int introduced in
Section 1.1.2, which counts the number of values of type A in a given container
of type T A. The definition presented in Section 1.1.2 uses a pointwise style. For
the following calculations a point-free style is preferable:

size(T) i VA.T A— Int

size(Id) = k1

size(K C) = kO

size(F + G) = size(F) V size(G)
size(F' x G) = plus- (size(F) x size(G)),

where k a b = a and plus a b = a + b. Note that the definition employs a useful
abbreviation: the type pattern K C where K A B = A unites the three cases ‘1,
‘Char’ and ‘Int’.

We employ the principle of fixed point induction to establish the following
property of size: if A is a parameterized type comprising only containers of the
same size, that is, size(A) = k a, then

size{(T - Ay = times a- size(T), (4.1)

where times a b = a x b. This law can be used, for instance, to derive a
logarithmic implementation of size{Perfect)—the generic instance has a linear
running time. Noting that Perfect = Id 4+ Perfect - Fork we reason:

size(Perfect)

{ Perfect = Id + Perfect - Fork }
size(Id + Perfect - Fork)
= { definition of size }
k 1V size(Perfect - Fork)

{ property (4.1) and size(Fork) =k 2 }
k 1V times 2 - size(Perfect).

If we remove the abstract clothing, we obtain the following Haskell program:

sizePerfect 2 VA. Perfect A — Int
sizePerfect (zeroP a) = 1
sizePerfect (succP p) = 2 X sizePerfect p.

Now for the proof of the property:

e Case T'=0:

size(0 - A)

= {0-4=0}
size{Q)

= { poly is strict: poly(0) = L }
1

= { times a is strict }
times a - L

= { poly is strict: poly(0) = L }

times a - size{0).
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e Case T = Id:

size(Id - A)

= {Id-A=A}
size(A)

= { assumption: size(A) =k a }
ka

= { arithmetic: a = a x 1}
times a - k 1

= { definition of size }

times a - size(Id).
e Case T'=K C:

size(K C - A)

= {KC-A=KC(C}
size(K C)

{ definition of size }
kO
= { arithmetic: a x 0=0}
times a - k O

{ definition of size }

times a - size(K C).

e Case T'=F + G:

size((F + G) - A)
{(F+G)-A=F-A+G-A}
size(F - A+ G- A)
= { definition of size }
size(F - A) V size(G - A)
= { ex hypothesi }
(times a - size(F)) V (times a - size(Q))
= { v-fusionlaw: h-(f vg)=(h-f) Vv (h-9)}
times a - (size(F) V size(G))
= { definition of size }
times a - size(F + G).

e Case T=F x G:

size((F x G) - A)
= {(FxG)-A=F - AxG-A}
size(F - A x G- A)

= { definition of size }
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plus - (size(F - A) x size(G - A))
= { ex hypothesi }
plus - ((times a - size(F)) x (times a - size(G)))
= { (x) bifunctor }
plus - (times a X times a) - (size(F) X size(G))
= { arithmetic: a x (b+¢)=axb+axc}
times a - plus - (size(F) x size(Q))
= { definition of size }

times a - size(F x G).

Perhaps unusual, the proof involves both calculations on the value and on the type
level. We will encounter more examples of this type in due course.

4.2 Deriving generic programs

In the preceding section we have employed fixed point induction to prove a generic
property of a given generic program. Perhaps surprisingly, we can also use the
method constructively to derive a generic program from a generic specification.
Rather than formalizing the technique we introduce it by means of an example:
we show how to derive an already known function, namely decodes, by inverse
function construction. We proceed in two steps.

Deriving encodes Reconsider the definition of encode given in Section 1.1.1 (on
page 8). Since encode uses list concatenation, (+), to encode a pair of values, it
exhibits ©(n?) worst-case behaviour. In a first step we remedy this defect using
the well-known technique of accumulation ( ). The basic idea is to define
a function that encodes a value and additionally appends a given bit stream to
the result:

encodes(T) (t,bin) = encode(T) t H bin. (4.2)

Since zH[] = x, we can easily define encode in terms of the more eflicient encodes:
we have encode(T) t = encodes(T) (t,]]).

Now, since (+) is strict in its first argument, the specification holds trivially
for T'= 0. To derive a definition for encodes we reason as follows.

e Case T=1and t = ():

encodes(1) ((), bin)
{ specification (4.2) }
encode(1) () + bin

= { definition of encode }

[] + bin
= {‘[] is the unit of (#): []H# 2z =1z}
bin.

e Case T=A+ B and t = inl a:
encodes(A + B) (inl a, bin)
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= { specification (4.2) }
encode(A + B) (inl a) H bin
= { definition of encode }
(0: encode({A) a) + bin
= { definition of (H): (a:z) Hy=a:(zH y)}
0: (encode(A) a H bin)
= { specification (4.2) }
0: encodes(A) (a, bin).

e Case T'= A+ B and t = inr b: analogous.
e Case T=A x Band t = (a,b):

encodes(A x B) ((a,b), bin)
{ specification (4.2) }
encode(A x B) (a,b) 4 bin
= { definition of encode }
(encode(A) a H encode(B) b) + bin
= { (4#) is associative: (z H y)Hz=zH (y+2) }
encode(A) a H (encode(B) b 4 bin)
= { specification (4.2) }
encodes(A) (a, encode(B) b 4 bin)
{ specification (4.2) }
encodes(A) (a, encodes(B) (b, bin)).

Thus, we have derived the following definition of encodes:

type Encodes A = A x Bin — Bin

encodes(T :: x) 0 Encodes T

encodes(1) ((), bin) = bin

encodes(A + B) (inl a,bin) = 0:encodes(A) (a,bin)

encodes(A + B) (inr b,bin) = 1:encodes(B) (b, bin)

encodes(A x B) ((a,b),bin) = encodes(A) (a, encodes{B) (b, bin)).

Is the definition correct? Yes, we can easily reorder the derivation to obtain an
inductive proof. Note that the derivation has a particular structure: in the first
step we apply the specification from left to right; then in later steps we (possibly)
apply the specification from right to left, which corresponds to using the induction
hypothesis. If a derivation has this characteristic structure, we can always rewrite
it into an inductive proof.

Deriving decodes Given the definition of encodes we can derive decodes by in-
verse function construction:

decodes(T) - encodes(T) = id. (4.3)

Before we proceed let us first rewrite encodes into a point-free style since this
allows for more structured calculations. To this end it is useful to define some
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combinators that operate on bit streams:

emit ::  Bit — (Bin — Bin)

emit b bin = b:bin

switch @ VA.(Bin — A) — (Bin — A) — (Bin — A)
switch f g (0:bin) = [ bin

switch f g (1:bin) = g bin.

Roughly speaking, switch is for bit streams what (V) is for sums and emit 0
and emit 1 are the analogues of inl and inr. The following laws lay down the
interaction between sums and bit streams.

switch f g-(emit 0OV emitl) = fVg (4.4)
(f v g) - switch inl inr = switch f g (4.5)
Actually, it suffices to remember one law. The second is then obtained by system-

atically exchanging (V) with switch, inl with emit 0, and inr with emit 1.
Now, the point-free definition of encodes is given by

encodes(T ::x) 1 Encodes T
encodes<1> = unit
encodes(A+ B) = encodes(A) >t encodes({B)
encodes(A x B) = encodes{A) >x> encodes(B)
where
(>p) 2 VA B.Encodes A — Encodes B — Encodes (A + B)
f>>9 = ((emit0-f) v (emitl-g))- distl
(>x>) :: VA B.Encodes A — Encodes B — Encodes (A x B)
f>>g = f-(id x g) - assocr.

To reassure you that the two definitions of encodes are identical we quickly calcu-
late that

(f > g) (inl a,bin) = 0:f (a,bin)

(f > g) (inr b,bin) = 1:g (b, bin)

(f »>>g) ((a,b),bin) = f (a,g (b, bin)).

You can think of (>) and (>¢>) as combinators for encoding sums and products.
As an aside, note that using these combinators we can easily specialize encodes to
given instances of data types. Take, for example, the List instance:

encodesList o VA. Encodes A — Encodes (List A)
encodesList encodesA = unit > encodesA ><> encodesList encodesA.

Now, let us derive decodes. Note that the specification (4.3) holds for T =0
since L =1d :: 0 x Bin — 0 x Bin.

e Case T'=1:

decodes(1) - encodes(1) = id
{ definition of encodes }
decodes(1) - unit = id
{unit:1x A= A: ununit }

decodes(1) = ununit.
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e Case T'= A+ B:

decodes(A + B) - encodes(A + B) = id
{ definition of encodes and (>>) }
decodes(A + B) - ((emit O - encodes(A}) (emzt 1 - encodes(B))) - distl = id
{disti: (A+ B) x C = (A x C)+ (B x C): undistl }
decodes(A + B) - ((emit O - encodes( DAY (emzt 1- encodes(B))) = undistl
{ V-+-fusion law: (f Vg) - (h+k)=(f-h)V(g-k)}
decodes(A + B) - (emit 0 V emit 1) - (encodes(A) + encodes(B)) = undistl
{ specification (4.3) and (+) bifunctor }
decodes(A + B) - (emit 0 V emit 1) = undistl - (decodes({A) + decodes(B))
{ reflection law: inl V inr = id }
decodes(A + B) - (emit 0 V emit 1) = undistl - (decodes({A) + decodes(B)) - (inl V inr)
{ property (4.4) }
decodes(A 4+ B) = undistl - (decodes{A) + decodes{B)) - switch inl inr
{ definition of (+) }
decodes(A + B) = undistl - (inl - decodes(A) V inr - decodes(B)) - switch inl inr

{ property (4.5) }
decodes(A 4+ B) = undistl - switch (inl - decodes{A)) (inr - decodes(B)).

e Case T= A x B:

decodes(A x B) - encodes(A x B) = id
= { definition of encodes and (><>) }
decodes(A x B) - encodes(A) - (id x encodes{B)) - assocr = id
= { assocl: A x (B x C)= (A x B) x C:assocr }
decodes(A x B) - encodes(A) - (id x encodes(B)) = assocl
C { specification (4.3) and (x) bifunctor }
decodes(A x B) - encodes{A) = assocl - (id x decodes(B))
C { specification (4.3) }
decodes(A x B) = assocl - (id x decodes(B)) - decodes(A).

Thus, we obtain the following definition of decodes:

where

type Decodes A = Bin — A X Bin
decodes(T ::xy i Decodes T
decodes(1) = ununit
decodes(A+ B) = decodes(A) <4< decodes(B)
decodes(A x B) = decodes{A) <x< decodes(B),
(<) :: VA B.Decodes A — Decodes B — Decodes (A + B)
f <9< g = wundistl- switch (inl - f) (inr - g)
(<) 2 VA B.Decodes A — Decodes B — Decodes (A x B)

f<<g = assocl-(id x g)-f.
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Is this definition of decodes equivalent to the one given in Section 1.1.1 (on page 8)?
The answer is in the affirmative. The equivalence is easy to see if we rewrite (<<
and (<) into a pointwise form:

(f << g) (0:bin) = let (a,bin') = f bin in (inl a, bin’)
(f << g) (1:bin) = 1let (b,bin') = g bin in (inr b, bin’)
(f << g) bin = let (a, biny) = f bin

(b, bing) = g bing

n ((a, b), bing).

REMARK 4.1 We have used the pointwise style for the first but the point-free
style for the second derivation. Why this change of style? Now, the point-free
style is usually preferable for calculations (if you are not convinced, redo the
second derivation in a pointwise style). The first derivation is, however, a notable
exception to this rule. Note that central use is made of the fact that ‘[]’ is the
unit of (#) and that (+) is associative. These properties are simple to state in a
pointwise style

[J4 = =z
s (y+2) = (z4y) H2

but they are barely recognizable when expressed in a point-free style:

cat - (nil x id) = wunit

cat - (cat x id) = cat- (id X cat) - assocr,

where nil :: VA.1 — [A] and cat :: VA.[A] — [A] — [A]. For a more thorough
discussion of pointwise versus point-free reasoning we refer the interested reader
to . a

4.3 Generic logical relations

MPC-style definitions generalize POPL-style definitions in that they allow to pa-
rameterize a generic value by types of arbitrary kinds. In much the same way
proofs based on generic logical relations generalize inductive proofs. An induc-
tive proof establishes a property that is parameterized by types of one fixed kind.
By contrast, a generic logical relation is a kind-indexed family of such properties.
Let us introduce the proof technique by means of our running example: mapping
functions.

Recall the MPC-style definition of map given in Section 3.3 (on page 78). To
classify as a functor the mapping function of a unary type constructor must satisfy
the functor laws:

map{T) id = id
map(T) (f-g9) = map(T) f map(T) g,

that is, map{T) preserves identity and composition. If the type constructor is
binary, the functor laws take the form

map{T) id id = id
map(T) (fi - ) (91-92) = map(T) fi g1 - map(T) fo g
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How can we generalize these laws to data types of arbitrary kinds? Since
map{T) has a kind-indexed type, it is reasonable to expect that the functorial
properties are indexed by kinds, as well. So, what form do the laws take if the
type index is a manifest type of kind x? In this case map{T) does not preserve
identity; it is the identity:

map{T) = id
map{T) = map{T) - map{(T).

The pendant of the second law states that map(T) is idempotent (which is a
simple consequence of the first law). Given this base case the generalization to
arbitrary kinds is within reach. The generic version of the first functor law states
that map{T :: ) € Zd(T) T for all closed monomorphic types T' € MonoType,
where Zd is given by

Td(T) T

m € Zd{xy T
meTd@A x B) T
meTdA —B) T

Map(Z) T T

m=14d:T—T

outl m € Zd{2() (Outl T') N outr m € Zd(B) (Outr T)

VAU Va:: Map(A) AA.aeZd(d) A D mAacZdB) (T A).

(0N

The relation Zd strongly resembles a unary logical relation, see Section 2.4.4.
The second and the third clause of the definition are characteristic for logical
relations; they guarantee that the relation is closed under projection and pairing,
and application and abstraction. We will call Zd and its colleagues generic logical
relations (or simply logical relations) for want of a better name. Section 4.3.1
details the differences between generic and ‘classical’ logical relations.

In a similar vein, the generic version of the second functor law expresses that
(map{T::%), map(T:T), map(T::%)) € Comp(T) T T T for all closed monomor-
phic types T € MonoType, where Comp is given by

Comp(T) T1 TQ T3 - Map<T> TQ T3 X Map(T) T1 TQ X Map<T> T1 T3
(m1, mg,mg) € Comp{x) Ty To T35 = mq-mg=mg:: T4 — T3.

It is not hard to see that the ‘ordinary’ functor laws are instances of these generic
laws. We have, for instance,

mapT € Td(x = * — %) T
=VAux.VmA:A—- A mA=id::A— A
DVB:*x.VmB::B—>B.mB=id::B— B
D mapT AmMABmB=id:TAB—TAB
=VA:%x.VBux.mapT Aid Bid=1id:: T AB— T A B.

Turning to the proof of the first generic law we must show (i) that Zd is pointed
and chain-complete and (ii) map{C :: €) € Zd(€) C for all type constants C' €
Const. Now, Zd is chain-complete since the property takes the form of an equation.
Pointedness means that L € Zd(x) 0 = L = id :: 0 — 0. This holds since
there is only one function of type 0 — 0. The proof of condition (ii) is entirely
straightforward:

e Case T = C € {1, Char, Int }:
map{C ::x) € Zd(x) C

{ definition of Zd }
map{C ::x) =id:: C — C
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poly(C :: &)n
poly(A :: A)n
poly (Th Ty) =
poly

poly((AA.T):

= { definition of map }
id=1id:C—C

{ logic }
true.

e Case T'= () € {+, x}:

map{(<) :: %k — * — %) € Zd(* — x — *) (<)
{ definition of Zd }
VA% VBix.map{(<) ik > x—> %) Aid Bid=1id:: A B — A B
{ definition of map }
VA:x.VB:x.(x) Aid Bid =1id:: Ax B — A B
{ (>) bifunctor }
VA% VBu%.id=1id::AxB —- A= B

{ logic }
true.

The second law is shown analogously.

4.3.1 Soundness

Recall the basic idea of logical relations (Section 2.4.4). Say, we are given two
models of the simply typed lambda calculus. Lemma 2.20, sometimes called the
Basic Lemma, establishes that the meaning of a term in one model is logically
related to its meaning in the other model.

We have said several times that the specialization of a generic value can be
seen as an interpretation of the simply typed lambda calculus. Actually, the
interpretation is a two-stage process: the specialization maps a type term to a
value term, which is then interpreted in some fixed domain-theoretic model.

Consequently, there are two differences to the ‘classical’ notion of logical re-
lation. (i) We do not relate elements in two different models but different ele-
ments (obtained via the specialization) in the same model, that is, for some fixed
model the meaning of poly, {T) is logically related to the meaning of poly,(T).
(ii) The type of poly,{T) and poly,{T) and consequently the type of their mean-
ings depends on the type-index 7. For that reason generic logical relations are
parameterized by types (respectively, by the meaning of types).

For presenting the Basic Lemma of generic logical relations we will use the
following ‘semantic version’ of poly (see also Section 3.1.3).

= poly;

= n(poly,)
T1 x Tohn = (poly( Ty :: T1)n, poly(Ts :: T2)n)

Outl T :: T1)n = outl (poly(T :: T3 x Ta)n)

Tadn = outr (poly(7T :: 1 x Z2)n)
G—=%Thn = Aay...an.xp.poly(T :: Thn(A1:=aq,...,Ap = ap, poly 4 =)

poly(T U :: T)n = (poly(T =4 —Bhn) ([LUJ1]n) --- ([LUJn]n) (poly(U ::LL)n)
poly(Fiz T :: U)n = slifp ([[T]1]n) - ([LT]nln) (poly(T :: £t — $A)n)

(c
(4
(
(
poly{Outr T :
(
(
<<

Here, slfp is the n-ary generalization of slfp introduced in Section 3.1.3.
In presenting logical relations we will restrict ourselves to the binary case. The
extension to the n-ary case is entirely straightforward.
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DEFINITION 4.2 Let Poly, and Poly, be two families of kind-indexed types Poly, =
(Poly; | T € &ind) such that Poly; € T~ ~T~* A generic logical relation
R = (R* | T € Kind) over Poly, and Poly, is a family of relations such that

e R 7 ... 7, C Dom (Poly; 7 ... 7,) x Dom (Polyy 71 ... 7,) for all
Tty T €TE,

o R¥*! ig closed under pairing and projection:

((,01,(,02) S RTXH T «-. Tn
= (outl ¢y,0utl p3) € R* (outl 71) ... (outl 7,)
N (outr ¢y, 0utr p3) € RY (outr 71) ... (outr 7,),

e R¥~% s closed under application and abstraction:

(prop2) eER*THm .oy
=VYa €TY. ... Vo, € TT.
V61 € Dom (Poly} oy ... ).
Vo5 € Dom (Poly; oy ... ).
(01,02) ER* a1 ... ap

D) ((,01041 andl,gogozl Oénég)ERu(Tlal)

e R¥ is pointed, that is, (1, 1) € RT L --- L,

e R* is chain-complete, that is, S CP D || S € P for every chain S where
Plag,ag; T,y Tn) = (1,00) ERF Ty ... Ty O

Without loss of generality we assume that the type arguments of R and Poly,
are the same (in general, the type arguments of Poly, are a subset of the type
arguments of R).

REMARK 4.3 In models where types are interpreted as certain elements of a uni-
versal domain the notion of chain-completeness that is employed in Definition 4.2
coincides with the usual notion. Consider, for instance, the finitary projection
model: the typed inequality ¢; C ¢y :: T is interpreted as 7 [t1] T 7 [t2] where
7 = [T] is a finitary projection. Consequently, a property that is built from equal-
ities and inequalities using conjunction, disjunction and universal quantification
always denotes a chain-complete relation. ]

LEMMA 4.4 Let R be a generic logical relation over Poly; and Poly,. Further-
more, let poly,(V :: U) € Dom (Polyy [T] --- [T]) and poly,(V :: ) €
Dom, (Polyy [T] --- [T]) be two generic function such that

(poly, (C :: €), poly,(C :: €)) € RE[C] --- [C]

for every type constant C' € Const. Let V :: 8 be a monomorphic type term. If
M, N2, and g1, ..., o, are environments such that 71(A4,) = n2(4,) = 0;(A) and
(n1(poly 4),ma(poly 4)) € R* (01(A)) ... (0,(A)) for every type variable A:: 2 free
in V ::%0, then

(poly, (V- B)n1, poly,( V :: Thr2) € RY ([V]er) -+ ([V]en).

(Tn an),
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ProOOF. We proceed by induction on the kinding derivation of V :: 0.
e Case V = (' :: €: the statement holds since R relates constants.

e Case V = A :: 2 the statement holds since 7y (poly 4) and ny(poly 4) are
related.

e Case V = (T1, Tz) : T1 x To: by the induction hypothesis we have

(poly, (71 :: T1 )1, poly, ( T1 = T1)ma) € R¥ ([Th]or) -+ ([T2]en)
and

(poly, (T2 :: Ta)m1, poly, ( Tz - Ta)nz) € R*2 ([T2]or) -+ ([T2]en),
which immediately implies

((poly; {71 = Ty )my, poly; ( Tz :: Ta)mu), (Polyo( T1 :: T1)m2, polys( Tz i Ta)ne))
€ RTX% ([Ti]or, [Toe1) - ([Tilon: [T2lon).

e Case V = Qutl T :: T1: by the induction hypothesis we have

(poly, (T :: Ty x To)m, poly, (T :: Ty x Ta)) € RY ([T]er) -+ ([Tlen),
which immediately implies

(outl (poly, (T :: 1 x Z2)n1), outl (poly, (T :: T1 x Z2)))
€ R* (outl ([T]o1)) .. (outl ([T]on)).

e Case V = Qutr T :: Ty: analogous.

e Case V=(AA.T)::6 — T: We have to show that

(poly; ((AA.T):: & — T)my,poly, ((AA. T) : G — Thme) € RE~F ([AA. T]oy) ... ([AA. T]oy,)
=Va; €T®. ... Va, € TS.
Vo, € Dom (Polyy oy ... ay).
Vo5 € Dom (Polyy ay ... ay).
(01,02) ER® ay ... ay
D (poly; {((AA.T)::6 - Fhn a1 ... ay 01,
poly, {(AA.T):=6 — Ty a1 ... @, 02)
€R* ([AA. Tlo1 1) ... (JAA. T]on an),

Assume that (d1,d2) € RS a; ... a,. Since the modified environments
m(Ari=aq,..., Api=ag, poly ,:=01), n2(Ar1:=0au, ..., Ap:=ay, poly 4 :=02),
and 01(A:=ay1), ..., on(4:=«,) are related, we can invoke the induction

hypothesis to obtain

(poly (T = TYym (A1 :=aq, ..., Ap =y, poly 4 :=61),
poly, (T :: Thna(Ar =, ..., Ay 1= ay, poly 4 := 02))
€ RY ([Tler(A:=an)) - ([T]on(4 = an)).
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Now, since
poly, ((AA. T)::6 = Thn; a1 ... ay §; = poly, (T :: Thn; (A1 :=an,..., Ap = ap, poly 4 :=96;)

and furthermore [AA. T]o; a; = [T]e;(A := ;) the proposition follows.

e Case V = (T U)::U: by the induction hypothesis we have

(poly, (T :: 8L — D), polyy (T :: 4 — Vo) € R¥Y ([T]er) -+ ([T]en)
=Va € TY. ... Vo, € TH.
V6, € Dom (Poly} a1 ... o).
Vo5 € Dom (Polyy a1 ... o).
(61,00) ER% ay ... ap
D (prag ... apdi,p2ar ... a,d2) €RT ([T]or a1) ... ([T]on an)

and

(poly, (U == th)n1, poly, (U :: hhrz) € R¥ ([UJer) -+ ([Uen)-

Setting a; = [LU];lm = [LU;In2 and §; = poly, (U :: &)n; and since
[LUL;lm = [LU];]n2 = [Ule;, we obtain

((poly, (T == = L)1) ([LU|1]m) -~ ([LU]nlm) (poly{U = U)m),
(poly, (T :: U — Whnz) ([LU]1lm2) -+ ([[U]n]n2) (poly(U :: L)m2))
€ RY (([T]er) ([U]er)) --- ((IT]en) ([U]en))-

e Case V = Fix T ::4: by the induction hypothesis we have

(poly, (T :: 8t — W)y, poly, (T 5 4L — tha) € RS ([T]ay) -+ ([T]on)
=Va; e T4, ... Va, € TH.
Vd1 € Dom (Polyi1 a1 ...oQy) .
¥y € Dom (Polyy ay ... ay).
(01,62) ERY ay ... ay
D (poly, (T 84 — Uy a1 ... ay d1,polyy (T o — LUhmo a1 ...y 02)
e RY ([Ther a1) -.. ([T]en an),

Define
o) = 1L alfH = [T]er of
Al = 1 aftt = [Ten af
and
]
SET = poly (T =4 — 8hym; of ... ok 6F.

Using the induction hypothesis and the fact that R* is pointed we can show

(6%,65) € RY ok ... ok,
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for all k € N. Because R is furthermore chain-complete, we have

(LKoY [k e N} U{o3 | keNp) e RE ({af [k €N}) ... (Ufay |k €N}).

Now, since
Li{ef | ke N} =1tfp ([T]o;) = W ([LT];]m) = W ([LT];]n2)
and
| {oF [k en}
= { definition of slfp }
slfp ([T]e1) --- ([T]en) (poly; (T :: U — L)m:)
= A{I7T]e; =L T1;lm = [LT]sIn2 }
stfp ([L7Jx]m) -+ (ILTJnlni) (poly; (T :: &b — L)mi)
the proposition follows. O

4.3.2 Examples

Let us illustrate the proof technique by means of some further examples.

A fusion law for count Many generic properties take the form of fusion laws,
which show how to fuse a composition of two functions into a single function. As
an example, let us formulate a fusion law for the generic function count defined in
Section 3.3.3. Let h :: Int — Int and define Fuse, by

Fusep(T) T C  Count(%) T x Count(%) T
(c,c') € Fusep(x) T = h-c=c T — Int.
We seek conditions so that
(count{T :: TV, count(T :: X)) € Fusep(Z) T
holds. First of all, Fusey, is pointed iff h is strict: (L, 1) € Fusep(x) 0 = h-L = L.
e Case T = C € {1, Char, Int }:
(count{C), count(C)) € Fusep(x) C
= { definition of Fusep }
h - count{CY) = count{C)
= { definition of count }
h-kE0=£kDO0.
Consequently, we must postulate h 0 = 0.
e Case T = (+):
(count(+), count(+)) € Fusep(x — * — %) (+)
= { definition of Fusej }
h - count{+) c1 ca = count{+) (h-c1) (h- c2)
= { definition of count }
h-(c1Ve)=(h-c1)V (h-c2)
{ v-fusionlaw: h-(f vVg)=(h-f) Vv (h-g)}

true.
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So, this case comes for free.
e Case T = (X):

(count(x), count{x)) € Fusep(* — x — %) (x)
= { definition of Fusey, }

h - count{x) c1 ca = count{x) (h-c1) (h- c2)
= { definition of count }

h-plus-(c1 X ca) = plus - (h-c1) X (h- c)
C { (x) bifunctor }

h - plus = plus - (h X h).

Consequently, we must postulate h (i +j) =h i+ h j.
To summarize, we have derived the following fusion law for count:

hl=_1
Nn h0=0
N h(i+j)=hi+hj
D (count{T :: TV, count{T :: T)) € Fusep(T) T.

As an application of the law here is a more compact proof of size(A) = k a D
size(T - A) = times a - size(T'), see Section 4.1.2:

size(T - A)

= { definition of size }

count{T - A) (k1)

{ definition of count }

count{T) (count{A) (k1))

= { definition of size }
count{TY) (size(A))

= { assumption: size(A) =k a }
count{T) (k a)

= { count-fusion: h = times a } ()
times a - count{T) (k1)

= { definition of size }

times a - size(T).

For (f) we have to show that times a is strict, that is, a x L = L, that times a -
k 0=k 0, that is, a x 0 = 0 and finally that times a - plus = plus - (times a %
times a), that is, a x (b4 ¢) = (a x b) + (a x ¢). All of these conditions hold.

Coping with | Reconsider the definition of count. One is tempted to assume
that count{T :: x) ¢ = 0 for all types T of kind x. However, in a non-strict
language such as Haskell this law only holds provided ¢ is finite and fully defined.
This example shows how to deal with this restriction in a systematic way. To this
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end we introduce a function that fully evaluates its argument.

+) fFAfB (inl a) =
+) fAfB (inr b) =
x) fA fB (a,b) =

T — %

T —)

Force() (Outl T) x Force(B) (Outr T)
VA . Force() A — Force(B) (T A)
Force(%) T

u'seq' (

¢ oseq ()
i‘seq‘ ()

fAa

B b

fA a‘seq‘ fB b

The Haskell function seq::VA B. A — B — B evaluates its first argument to weak
head-normal form and returns its second argument.
Using force(T) we can state the law concerning count more precisely

force{(T %) t # L D count{T :: %) t = 0.

The precondition force{T ::x) t # L formalizes that ¢ is finite and fully defined.
Note that the property is chain-complete, since we can rewrite it into the form

force{T %) t = L U count(T :: %) t =0,

which is chain-complete. Phrasing the property as a logical relation

Const(%) T
(e,c) € Const{x) T

we have to show that

C  Force(%) T x Count(%) T
= ViazT.et#1 D ct=0,

(force{ T :: ), count{T :: T)) € Const(T) T.

The proof is as follows:

e Case T = C € {1, Char, Int }: We have to show that

(force{CY, count{CY)) € Const(x) C
=Vee C.force(C) c# L D count{C) ¢ =0,

which holds since count{CY) ¢ = 0.

e Case T = (4): We have to show that

(force{+), count{+)) € Const{x — * — %) (+)

=WMacA.fAa#t1L D cAa=0)

D (VbeB.fBb# 1L D ¢Bb=0)
D (Vse€ A+ B. force(+) fAfB s # L D count{+) cA cB s =0)

Now, force{(+) fA fB s #

1 implies s # 1, so we only have to consider

s =1nl a and s = inr b. If s = inl a, we furthermore know that fA a # L

and similarly for s = inr b.
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Case s = inl a:

count{+) cA cB (inl a)
= { definition of count }
cAa
{ assumption fAa# 1L D cAa=0and fAa# L}
0.

Case s = inr b: analogous.

e Case T = (x): We have to show that

(force(x), count{x})) € Const(x — % — %) (X)
= VMa€A.fAa#1L D cAa=0)
D (WVbeB.fBb# 1 D ¢cBb=0)
D (Vpe Ax B.force{(x) fAfBp# L D count{x) cA cB p=0)

Again, force(x) fA fB p # L implies p # L, so we only have to consider
p = (a,b). Furthermore, we know that both fA a # 1 and fB b # L.

count(x) cA ¢B (a,b)
= { definition of count }
cAa+cBb
{ assumptions and fAa# L N fBb# L}
040
= { arithmetic }
0.



106 Generic proofs




Chapter 5

Examples

This chapter presents further examples of generic values and associated generic
proofs. Among other things, we study comparison functions (Section 5.1), map-
ping functions (Section 5.2), zipping functions (Section 5.3) and reductions (Sec-
tion 5.4). Section 5.5 introduces an interesting extension of the theory developed
in the previous chapters: type-indexed types and kind-indexed kinds. We use these
techniques to implement dictionaries (Section 5.5) and memo tables (Section 5.6)
in a generic way.

5.1 Comparison functions

In Section 3.1 we have introduced a generic version of the equality function. Vary-
ing the definition of equal slightly we can also realize Haskell’'s compare function,
which determines the precise ordering of two elements.

data Ordering = LT |EQ|GT
compare(T :: %) i T — T — Ordering
compare(1) () () = EQ
compare({Char) ¢1 co compareChar ¢1 ¢
compare(Int) iy ip comparelnt iy iy
compare(A + B) (inl a;
(
(
(

) ) (inl aa) = compare(A) a1 as
compare({A + B) (inl a1) (inr by) = LT
compare(A + B) (inr by) (inl a2) = GT
compare(A + B) (inr by) (inr be) = compare(B) by bs

compare(A x B) (a1,b1) (a2,b2) = compare(A) a; ag ‘lexord‘ compare(B) by by

The helper function lezord used in the last equation implements the lexicographic
product of two orderings.

lezord :: Ordering — Ordering — Ordering
lexzord LT ord = LT
lexord EQ ord = ord
lexord GT ord = GT

Note that equal and compare are related by
equal{T) t; t2 = compare(T) t; t == EQ.

The MPC-style version of compare has type Compare(T) T T where Compare
is given by

Compare(% :: O) p T %ok
Compare(x) Ty Ty = Ty — Ty — Ordering
Compare(2 x B) Ty To, = Compare() (Outl Ty) (Outl Ts)

x Compare(B) (Outr T1) (Outr T2)
Compare(2 — B) Ty Ty = VA1 Ay. Compare(A) A1 As
— Compare(B) (Ty A1) (T2 As).
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Note that Compare corresponds to PEqual, the second, more general type of equal.

5.2 Mapping functions

In this section we take a look at two variations of mapping functions: embedding-
projection maps (Section 5.2.1) and monadic maps (Section 5.2.2). Embedding-
projection maps are useful for programming ‘representation changers’; we will
make intensive use of these maps in Chapter 6 when we discuss the implementation
of Generic Haskell. Monadic maps can be used to thread a monad through a data
structure; Section 5.2.2 contains an application along these lines.

5.2.1 Embedding-projection maps

Most of the generic functions cannot sensibly be defined for the function space.
For instance, map cannot be defined for functional types since (—) is contravariant
in its first argument:

VAl A2 . (A2 — Al) — VBl BQ . (Bl — BQ) — ((A1 — Bl) — (A2 — BQ))
Drawing from the theory of embeddings and projections (

) we can remedy the situation as follows. The
central idea is to supply a pair of functions, from and to, where to is the left-inverse
of from, that is, to - from = id. If the functions additionally satisfy from - to C id,
then they are called an embedding-projection pair. We use the following data type
to represent embedding-projection pairs.

data EP Ay Ay = ep{from: Ay — Ao, to:: Ay — A1}

idE : VA.EPAA

idE = ep{from =1id,to = id}

(—)Op e VAl A2 .EP Al AQ — EP A2 A1

fer = ep{from =to f,to = from f}

(o) 2 VABC.EPBC —-FEPAB—-EPAC
fog = ep{from = from f - from g,to =to g-to [}

Here, idFE is the identity embedding-projection pair and ‘o’ shows how to compose
two embedding-projection pairs (note that the composition is reversed for the
projection). In fact, idE and ‘o’ give rise to the category Cpo®, the category
of complete partial orders and embedding-projection pairs. Note that m is an
embedding-projection pair iff

tom - fromm =1id N from m-to m C id.

POPL-style definition Given the definitions above we can define a variant of
map, which additionally works for the function space constructor:

mapE(T ::x — %) = VA As . EP A} As — (T A1 — T As)

mapE(Id) m = fromm

mapE (1) m = id

mapE (Char) m = i

mapE (Int) m = i

mapE(F + G) m = mapE(F) m + mapE(G) m
mapE(F x G) m = mapE(F) m X mapE(G) m
mapE(F — G) m = mapE(F) m°? — mapE(G) m.
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Now, if F' is a covariant functor (in Cpo), we can define its mapping function in
terms of mapkE':

map(F ::x —*) = VA Ay . (A1 — Ay) = (T Ay — T As)
map(F) m = mapE(F) (ep{from =m,to = 1}).

Note that this definition is more general than the original definition of map since
F may involve functional types as in F = AA.S — A x S. However, if F' is not
covariant, then we get a run-time error.

On the other hand, if F' is a contravariant functor, we can define its mapping
function also in terms of mapFE:

comap(F ::x — %) 1 VA3 Ay. (A2 — A1) = (T A1 — T Ay)
comap{F) m = mapE(F) (ep{from = L,t0 = m}).

Finally, if F' is neither covariant nor contravariant, then we can define a mapping
function with a restricted type:

endomap(F ::x — %) = VA (A— A) - (T A—TA)
endomap(F) m = mapE(F) (ep{from = m,to = m}).

Properties Assume that m is an embedding-projection pair, then we can prove
mapE(T) m°? - mapE(T) m = id
by fixed point induction. We confine ourselves to the interesting cases.

e Case T = Id:

mapE(Id) m°? - mapE(Id) m
= { definition of mapFE }
from m°? - from m
= { from m°? = to m }
to m - from m
= { m is an embedding-projection pair }
id.

e Case T=F — G:

mapE(F — G) m°? - mapE(F — G) m
{ definition of mapFE }

(mapE(F) (m°?)°? — mapE(G) m°?) - (mapE(F) m°? — mapE(G) m)

= {7 =m)

(mapE(F) m — mapE(G) m°?) - (mapE(F) m°® — mapE(G) m)
= { (=) difunctor }

(mapE(F) m°? - mapE(F) m) — (mapE(G) m°? - mapE(G) m)
= { ex hypothesi }

id — id
= { (=) difunctor }

id.
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Using similar calculations we can furthermore show that
mapE(T) m - mapE(T) m°? C id.

Both laws imply that ep{from = mapE(T) m,to = mapE(T) m°?} is again an
embedding-projection pair. Furthermore, one can show that the mapping function
Am . ep{from = mapE(T) m,to = mapE(T) m°} is the functorial action of T
in the category Cpo® of complete partial orders and embedding-projection pairs.

MPC-style definition The analysis above suggests that we can turn mapF into
a MPC-style definition if we make mapFE itself return an embedding-projection
pair, rather than just the from function.

MapE(% :: O) t T T =%
MapE(*) T1 T2 = FEP T1 TQ
MapE(Z x ) Ty To = MapE(T) (Outl T1) (Outl Ty) x MapE () (Outr Ty) (Outr Ts)
MapE(f — ﬂ) T1 T2 = VAl A2 . MapE(‘I) A1 AQ — MapE(il> (Tl Al) (TQ AQ)
mapE{T :: T) it MapE(Z) T T
mapE (1) = dE
mapE { Char) = idE
mapE {Int) = idE
mapE{(+) mA mB = ep{from = from mA + from mB,to = to mA + to mB}
mapE{x) mA mB = ep{from = from mA X from mB,to = to mA X to mB}
mapE{(—) mA mB = ep{from = to mA — from mB,to = from mA — to mB}
Note that mapE(F) m = from (mapE{F) m).
Properties Let us briefly sketch the proof that mapE {F') is indeed the functo-
rial action of F in the category Cpo®. First, we have to show that mapFE (F') takes
embedding-projection pairs to embedding-projection pairs. The logical relation
EP generalizes this property to types of arbitrary kinds.
5P<‘3:> Tl T2 Q MapE<T> T1 TQ
meEP*x)T1 To = tom-fromm=id: Ty — T N fromm-tomCid:: Ty — Ty

We have mapE{T :: T) € EP(X) T T. Second, we have to prove that mapE ( F')
preserves identity. The generic version of this law states mapE (T :: ¥) € Zd(%) T
where Zd is given by

Zd(%) T C MapE(X)T T
meIdx) T = m=1idE:EPTT.

Third, it remains to prove that mapE{F) respects composition. In general, we
have (mapE (T :: T), mapE (T :: T), mapE(T :: T)) € Comp(X) T T T where

Comp(f) Tl TQ T3 g MapE(‘Z) T2 T3 X MapE(T} Tl T2 X MapE<T> Tl T3
(ml,m2,m3) S COmp<*> Ty T T3 = myome = mg:: EP T T3.

Her is the proof of the last law (we confine ourselves to the interesting case):

e Case T = (—): We have to show that

(mapE{(—), mapE(—), mapE(—)) € Comp(x — * — %) (=) (=) (=)
= mA; o mAy = mA3z O mB1 omBy = mB3

D mapE{—) mA; mBy o mapE{—) mAs mBs = mapE{—) mAs mB3
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Note that mA; o mAs = mAs implies to mAs - to mA; = to mAs (mA; and
mAs are swapped) and from mA; - from mAs = from mAs. We reason

mapE{—) mA; mBy o mapE{—) mAy mBs
{ definition of mapFE }

ep{from = to mA; — from mBy,to =} o ep{from = to mAy — from mBy,to =}
= { definition of (o) }

ep{ from = (to mA; — from mB1) - (to mAy — from mBs),to=___}
= { (—) difunctor }

ep{ from = (to mAs - to mAy) — (from mBjy - from mBs),to = ___}

= { assumptions: to mAs - to mA; = to mAs and from mBy - from mBs = from mBs3 }
ep{ from = to mAs — from mB3,to=__}

= { definition of mapFE }
mapE{—) mAs mBs.

5.2.2 Monadic maps

Recall the definition of monads given in Section 2.2.2. Each monad gives rise to a
category, the so-called Kleisli category of a monad, whose arrows are procedures.
The identity arrow of the Kleisli category is given by return and composition is
given by ‘O’. To define the monadic mapping functions it is useful to lift (4+) and
(x) to procedures. The pendant of (4) is given by

() i VM . (Monad M) = YAy Ay. (41 — M As)
— VBl B2 . (B1 — M BQ)
= ((A1+ B1) = M (A2 + B2))

(m B n) (inl a1) m ay = Aag — return (inl az)
(mBn) (inr b1) = n by >= Aby — return (inr by)

It easy to see that

return B return = return (5.1)
(m1 & mg) H (n1 & ’I’Lg) = (m1 H nl) & (TILQ H 712). (52)

Thus, (4) is a bifunctor over the Kleisli category. For products there is a choice
to be made.
(|Z])7 (El) o VM. (Monad M) = VAl AQ . (Al — M AQ)
— VBl BQ . (Bl — M B2)
— ((A1 x By) = M (A3 X Ba))
(m@n) (a1,b1) = may>=Aag — n by >= Aby — return (ag, by)
(m N n) (a1,b1) = nby>=Aby — m ag >= Aag — return (ag, ba)

We can either execute m a; first and then n by or vice versa. The symbols, ‘10’
and ‘N’, have been chosen to indicate which component of the tuple is executed
first. Again, it is straightforward to show that

return A return =  return (5.3)

return N return = return. 5.4)

However, both (1) and (N) fail to preserve monadic composition, which implies
that (x) is not a bifunctor.
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POPL-style definition We have two monadic ‘mapping functions’, one which
traverses the data structure from left to right, mapMI, and one which traverses
the data structure from right to left, mapMr.

mapMI(T =% — %) = VM .(Monad M) =VA; A2. (A1 - M A3) = (T Ay — M (T Ag))
mapMI{Id) m = m

mapMI(1) m = return

mapMI{Char) m = return

mapMI(Int) m = return

mapMI(F + G) m = mapMI(F) m B mapMI{G) m

mapMI(F x Gy m = mapMI(F) m @ mapMI(G) m

The definition of mapMr is identical to mapMI except for the ‘x’ case:
mapMr(F x G) m = mapMI(F) m N mapMIl(G) m
A special case of mapMI is threadl, which threads a monad through a structure.

threadl(F :: % — x) = YM.(Monad M) =VA.F (M A) - M (F A)
threadl(F) = mapMI(F) id

An application Using the two monadic mapping functions we can, for instance,
separate a container into its shape and its contents, see, (

). Briefly, a container of type F' A can be uniqely represented by its shape
of type F () and its contents of type [A]. Separating into shape and contents
may be useful, for instance, prior to data compression. Instead of compression a
value of type, say, F' String directly, we first separate it and then compress the
shape and the contents separately, the former possibly using structured methods
(for instance, encode) and the latter using statistical methods.

To implement separate and combine, we use the state transformer monad de-
fined in Section 2.2.2.

separate(F ::x — %) = VA.F A — StateT [A] (F ())
separate(F') =  mapMr(F) put
combine(F ::x — %) = VA.F () — StateT [A] (F' A)
combine(F') = mapMI{F) get

The helper functions put and get are given by

put i VA.A — StateT [A] ()
put a = StateT (As — ((),a:9))
get i VA.() — StateT [A] A
get () = StateT (A(a:s) — (a,s)).

Thus, separate traverses a given container of type F A, replaces every element
of type A by () and additionally adds the element as a side-effect to the list of
elements that is maintained as the state. Its inverse, combine, puts the elements
from the list into the slots of the container. Note that separate uses mapMr
while combine uses mapMI. Since they use opposite traversals, we can prove that
separate(Fy & combine(F') = return. We will show below that

mr & ml = return D mapMr(F) mr & mapMI(F) ml = return.
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Consequently, it suffices to establish that put & get = return.

(put < get) a
= { definition of (<) }
put a >= get
= { definition of (>=) }
StateT (s — let (z,s") = applyST (put a) s in applyST (get x) ')
= { definition of applyST and put }
StateT (As — applyST (get () (a:s))
= { definition of applyST and get }
StateT (As — (a, s))
= { definition of return }

return a.

MPC-style definition The generalization of mapMI and mapMr to types of
arbitrary kinds is straightforward.

MapM, (% :: O0) B T T ok
MapMM<*> Tl TQ = Tl — M T2
MapM (T x Wy Ty To = MapM () (Outl Ty) (Outl Ts)

X MapM,; (L) (Outr Ty) (Outr Ts)
MapMM<THM> Tl T2 = VAl A2 . MapMM<T> Al A2
— MapMy (&) (T1 Ay) (T2 Ag)

mapMI{T :: ) i VM. (Monad M) = MapM; (%) T T
mapMI{1) = return

mapMI{ Char) = return

mapMI{Int) = return

mapMI{+) mA mB = mAHBmB

mapMI{x) mA mB = mAnmB

The type of the monadic mapping function makes use of a simple extension: MapM
takes an additional type parameter, the underlying monad M, that is passed
unchanged to the base case. One can safely think of M as a type parameter
that is global to the definition.

A property Strictly speaking, mapMI and mapMr do not classify as mapping
functions as they fail to preserve composition (recall that (x) is not a bifunctor).
They satisfy, however, the following inversion law:

mr & ml = return D mapMr{F) mr & mapMI{F) ml = return.

The generalization of the inversion law to types of arbitrary kinds states that
(mapMr{T :: T), mapMI{T :: X)) € MInvy(F) T T where MZnv is given by

MI’N/UM<(5:> Tl T2 - MG,])M]\/[<‘I> T1 T2 X MapMM<‘I> T2 T1
(mr,ml) € MInvpy(x) Ty To = mr O ml=return:: Ty — M Ty.

Note that the relation MZnwv is pointed if return and (=) are strict: we have
1O Ll=return:0—=M0= L>=1=return L:: M 0.
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e Case T = C € {1, Char, Int}: We have to show that

(mapMr{C), mapMI{C)) € MInvy(x) C C

= return < return = return,
which holds.
e Case T = (4): We have to show that
(mapMr{+), mapMI{+)) € MInvp(x — * — %) (+) (+)

= mrd & mlA = return O mrB O miB = return
D (mrA B mrB) & (mlA B miB) = return.

We reason as follows:

(mrA 8 mrB) & (mlA B miB)
{ property (5.2): (H) preserves (<) }
(mrd & mlA) B (mrB & miB)

= { assumptions: mrA & mld = return and mrB & miB = return }

return B return
= { property (5.1): (E) preserves return }

return.

e Case T = (x): We have to show that

(mapMr{x}), mapMI{x)) € MInvy(x = * — %) (X) (x)
= mrd & mlAd = return O mrB & miB = return
D (mrA N mrB) & (mlA 1 miB) = return

This statement is most conveniently shown if we rephrase it using the so-
called do-notation, see, for instance ( ). As an example, using the
do-notation mr <& ml = return reads

do {p;y — mra;z—mly;qr}=do{p;qlz:=z];r[z:=2]},
provided ¥ is not free in ¢ or . Now, we reason:

do {((mrA N mrB) & (mlA @@ mIB)) (a1, a2) }
= { definition of (<) and monad laws }
do {b — (mrA N mrB) (a1, az); (miA @ miB) b}
= { definition of (N) and monad laws }
do {by «— mrB ay; by — mrA ay; (mlA 1 mIB) (by, b2) }
= { definition of (&) and monad laws }
do {bs «— mrB ag; by «— mrA ay; ¢1 < mlA by; cg — miB by; return (c1, c2) }
= { assumption: mrA & mlA = return }
do {by <« mrB ay; ca « miIB by; return (a1, c2) }
= { assumption: mrB < miB = return }

do {return (a1, az) }.
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REMARK 5.1 The development above can be generalized even further using the
framework of arrows introduced by . Though more abstract arrows
simplify the calculations as demonstrated convincingly by

O

5.3 Zipping functions

POPL-style definitions Closely related to mapping functions are zipping func-
tions. A binary zipping function takes two structures of the same shape and com-
bines them into a single structure. For instance, the list zip takes two lists of type
List A1 and List A, and pairs corresponding elements producing a list of type
List (A1 x As). The definition of zip is similar to that of equal.

2ip(T :: % — *) 2 YVAB.TAxTB—T(AXxB)
ZZp<Id> (aa b) = (CL, b)

zip(1) ((), ) = ()

zip(Char) (c1, c2) = zipChar (c1, c2)

zip{Int) (i1, 12) = zipInt (i, 12)

zip(F + G) (inl f1,inl f5) = anl (zip(F) (f1, /)

zip(F + G) (inl fr,inr g2) = error “zip"

zip(F + G) (inr g1, inl f5) = error "zip"

zip(F + G) (inr g1,inr g2) = inr (zip(G) (g1, 92))

zip(F x G) ((fi,q1), (B 92)) = (2ip(F) (fi, f2), 2ip(G) (91, g2))

The helper functions zipChar and zipInt are defined

zipChar ;2 Char x Char — Char

zipChar (c1,ca) = if equalChar ¢y ¢y then ¢ else error "zipChar"
zipInt o Int x Int — Int

zipInt (i, i2) = if equallnt i, iy then 7, else error "zipInt".

Since zip has a polymorphic type, it satisfies a naturality law, in fact, a generic
naturality law.

zip(F) - (map(F) my x map(F) may) = map(F) (my X my) - zip(F) (5.5)
A colleague of zip is zip With, which enjoys the following specification:
zipWith(F) z = map(F) z - zip(F). (5.6)

The zip With function captures the common idiom of composing a map with a zip.
The derivation of zip With is left as an exercise to the reader; we present only the
final result:

ZipWith(T :: x — %) @ VABC.(AXxB—-C)—»(TAxTB—TC)
zipWith(Id) z (a,b) = z(a,b)

ZipWith(1) = (), () - 0

zipWith{Char) z (c1, c2) = zipChar (c1, c2)

zipWith(Int) z (i1, 12) = zipInt (i, 1%)

zipWith(F + G)Y z (inl fi) (inl 5) = inl (zipWith(F) z (1, 2))

zipWith(F + G) z (inl fr) (inr g2) = error "zipWith"

zipWith(F + G) z (inr ¢1) (inl f2) = error "zipWith"

zipWith(F + G) z (inr 1) (inr g2) = inr (zipWith(G) z (g1, 92))

SpWith(F X G) 2 (i, g1) (hoge) = (sipWith(F) 2 (f fo), sipWith(G) = (g1, 32)).
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Note that we can define zip in terms of zip With:
zip(F) = zipWith(F) id.

The zip With function satisfies two general fusion laws: map-zip With-fusion and
zip With-map-fusion.
map(F) m - zipWith(F) z = zipWith(F) (m - z)
zipWith(F) z - (map(F) my X map(F) mg) = zipWith(F) (z-(my x mg)).
The first law is a simple consequence of the specification (5.6). The second law is

a consequence of the naturality law (5.5). Conversely, the zip With laws imply the
zip laws.

MPC-style definitions The zip With function can be easily generalized to higher-
order kinds. Its type is essentially a three parameter variant of Map.

ZipWith(% :: O) B T oT T o

Zip W’Lth<*> T1 T2 T3 = T1 X T2 — T3

ZipWith(T x 81 Ty Ty Ty —  ZipWith(S) (Outl Ty) (Outl Tz) (Outl Ty)
x ZipWith() (Outr T1) (Outr T) (Outr Ts)

zipWith{T :: ) s ZipWith(3) T T T

ipWith(1) (), () .

zip With{ Char) (c1, ¢2) = zipChar (¢, ¢2)

zipWith{(Int) (i1, i2) = zipInt (41, i)

zipWith(+) zA zB (inl ay,inl az) = inl (24 (a1, a2))

zipWith{(+) zA zB (inl ay,inr bs) = error "zipWith"

zipWith{+) zA zB (inr by, inl az) = error "zipWith"

zipWith{(+) zA zB (inr by, inr ba) = inr (2B (b1, b))

zipWith(x) zA zB ((a1, b1), (a2, b2)) = (24 (a1, az), 2B (b1, b))

Properties The generalized version of zip With satisfies generalized versions of
the two fusion laws. The first law states that

(map{T :: XY, zipWith{T :: ), zipWith(T :: X)) € Fuse1(X) T T T T

where Fuse; is given by
fuseﬂ@) T1 Tg T3 T4 - Map(T) T3 T4 X ZZpWZth<T> T1 T2 T3 X ZZpWZth<T> T1 TQ T4
(m,z,2") € Fusey(x) Ty Ty T3 Ty
= m-z=2 T, x Ty = Ty.
Similarly, the second law formalizes that
(zipWith{T :: ), map{T :: XY, map{T :: TY, zipWith(T :: X)) € Fusex(Xy TT T T T
where Fuses is defined
.7:US€2<‘Z> T1 T2 T3 T4 T5 Q ZZpWZth<T> T3 T4 T5 X Map(f) T1 T3
X Map(f) T2 T4 X ZZpWZth(Z) T1 T2 T5
(Z, mi, Mo, Z/) S fu582<*> T Ty T3 Ty Ts
= z-(mlxmg):z’::TlegﬁT&
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We only show the first fusion law, the proof of the second law is left as an exercise
to the reader. For the calculations it is helpful to rephrase zip With in a point-free
style (we abbreviate error "zipWith" by L):

dapWith(T =) = ZipWith(X) T T T

zip With (1) = unit

zip With{ Char) = zipChar

zip With (Int) = zipInt

zipWith(+) zA zB = (((inl-zA) v L) v (L V (inr - zB))) - dist
zipWith(x) zA zB = (2A x zB) - transpose

The function dist combines distr and dist! defined in Section 2.3.7.

dist = YABCD.(A+B)x(C+D)— ((Ax C)+ (A x D))+ ((B x C)+ (B x D))
dist = (distr + distr) - distl

The function transpose transposes a 2 X 2 matrix.

transpose 2 VABCD.(AxB)x(CxD)— (Ax C)x(BxD)
transpose ((a,b),(c,d)) = ((a,c),(b,d))

Now, for the proof:
e Case T = C € {1, Int, Char}: We have to show that

(map{CY), zipWith{ C), zipWith{C)) € Fuse1(x) C C C C
= map{C) - zipWith{C) = zipWith{C),

which holds since map{C) = id.
e Case T = (4): We have to show that

(map{+), zip With{+), zip With{+)) € Fuse1(Z) (+) (+) (+) (+)
= mA-zA=2zA" D mB - 2B = zB’
D map{+) mA mB - zipWith{+) zA 2B = zipWith{+) zA’ zB’.

We reason:

map{(+) mA mB - zipWith{+) zA 2B
= { definition of map and definition of zip With }
(mA+ mB) - (((inl - zA) v L) v (L V (inr - zB))) - dist
= { v-fusion law and f - L = L }
((((mA+mB) -inl-2zA) v L) v (L V (mA+ mB) -inr - 2B))) - dist
= { +-computation law }
(((inl - mA - 2A) v L) v (L V (inr - mB - zB))) - dist
= { assumptions: mA - 24 = zA" and mB - 2B = zB’ }
(((inl - zA")Y v L) v (L V (inr - 2B"))) - dist
= { definition of zip With }
zipWith({+) 2A" zB’.
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e Case T = (x): We have to show that
(map{(x), zip With{x), zip With(x)) € Fuse1(T) (x) (x) (x) (x)
= mA-2A=2A" D mB - 2B = zB’
D map{x) mA mB - zipWith(x) zA zB = zipWith{x) zA" zB’.
We reason:

map{x) mA mB - zipWith{x) zA 2B
= { definition of map and definition of zip With }
(mA x mB) - (zA x 2B) - transpose
= { (x) bifunctor }
((mA - zA) x (mB - zB)) - transpose
= { assumptions: mA - 2A = zA" and mB - zB = zB' }
(2A" x zB') - transpose
{ definition of zip With }
zipWith({x) zA" zB'.

REMARK 5.2 The Haskell Prelude defines curried versions of zip and zip With:

Zip  VAB.[A] — [B] — [A x B]
zipWith =: YVABC.(A— B— C)— [A]— [B]—[C].

The curried versions are usually preferable for programming while the uncurried
versions are preferable for conducting proofs. O

A variation The result of zip is a partial structure if the two arguments have
not the same shape. Alternatively, one can define a zipping function of type
VA B.T A— T B — Maybe (T (A x B)), which uses the exception monad
Maybe to signal incompatibility of the argument structures.

2ip(T :: %k — *) @ VAB.TA— T B — Maybe (T (A x B))
zip{Id) a b = return (a,b)

(
zip(1) () () = return ()
zip(Char) ¢ ¢y = zipChar c1 co
zip{Int) i1 ip = zipInt i1 1
zip{F + G) (inl f1) (inl f5) = mmap inl (zip(F) f1 f2)
zip{F + G) (inl f1) (inr g2) = fail "zip"
zip(F + G) (inr ¢1) (inl o) = fail "zip"
zip(F + G) (inr ¢1) (inr g2) =  mmap inr (zip(G) g1 g2)
zp(F x G) (fi, ) (foy92) = 2ip(F) fi o= A1y —

zip(G) g1 g2 >= A1y —
return (zy, 22)

Note that this version of zip is curried. The helper functions zipChar and zipInt
are now given by

zipChar 2 Char — Char — Maybe Char

zipChar ¢; co = if equalChar ¢y co then return c; else fail "zipChar"
zipInt o Int — Int — Maybe Int

zipInt 1y i = if equallnt iy iz then return i; else fail "zipInt".

The MPC-style definition of zip is left as an exercise to the reader.
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5.4 Reductions

A reduction or a crush ( ) is a function that collapses a structure of
values of type A into a single value of type A. This section explains how to define
reductions generically.

5.4.1 POPL-style reductions

We have already encountered a special instance of a reduction: the size function.
Here is another instance: the flatten function that flattens a structure into a list
of elements.

fatten(T :: % — %) i VA.T A— [A]

flatten(Id) a = J[d]

flatten(1) () = ]

flatten(Char) c = ]

flatten(Int) i = ]

flatten(F + G) (inl f) = flatten(F') f

flatten(F' + G) (inr g) = flatten(G) g

flatten(F x G) (f,g9) = fatten(F) f + flatten(G) g

Note that flatten(T) t yields the contents of the container ¢, see also Section 5.2.2.

The definitions of size and flatten exhibit a common pattern: the elements
of a base type are replaced by a constant (0 and [], respectively) and the pair
constructor is replaced by a binary operator ((4+) and (+), respectively). The
generic function reduce abstracts away from these particularities.

reduce(T :: % — ) 2 VAA-(A—-A—-A) - (TA- 4
reduce(Id) e op a = a

reduce(1l) e op () = e

reduce{Char) e op ¢ = e

reduce{Int) e op i = e

reduce(F + G) e op (inl f) = reduce(F) e op f

reduce(F + G) e op (inr g) = reduce(G) e op g

reduce(F' x G) e op (f,g) = reduce(F) e op f ‘op‘ reduce(G) e op g

1

We can define reduce more succinctly using a local definition’ and employing a

point-free style.

reduce(T :: % — x) 2 VAA—-(A—-A—A)— (T A- A
reduce(T) e op = red(T)
where red(T ::x — %) = TA— A
red(Id) = id
red(K C) = ke
red(F + G) = red(F) V red(G)
red(F x G) = uncurry op - (red(F) x red(G))

A number of useful functions can be implemented in terms of reduce and map, see
Figure 5.1. , give further applications.

1We assume that type variables appearing in type signatures are scoped, that is, the type
variable A in the signature of red(T) is not universally quantified but refers to the occurrence
in reduce’s signature.
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sum(F 1% — x) i VN.(Num N)=F N — N

sum(F) = reduce(F) 0 (+)

and(F :: % — x) 2 F Bool — Bool

and{F) = reduce(F) true (A)

minimum(F ::% —x) = VA.(Bounded A,Ord A) = F A— A
minimum(F) = reduce(F) mazBound min

size(F ik — %) @ VA.(Num N)=FA— N

size(F) = sum(F) - map(F) (k1)

all{(F :: % — x) i VA.(A — Bool) — (F A — Bool)
all(F) p = and(F) - map(F) p

flatten(F ::x — x) w VA.F A— [A]

flatten(F) = reduce(F) [] (+#) - map(F) wrap
data Shape A = FEmpty | Var A | Bin (Shape A) (Shape A)
shape(F :: % — «) 2 VYA.F A — Shape A

shape(F) = reduce(F) Empty Bin - map{F) Var

Figure 5.1: Examples of reductions (POPL-style).

5.4.2 MPC-style reductions

The MPC-style variant of flatten is similar to that of size.

Flattenz(% :: O) T ok

Flattenz(x) T = T—>1[7]

Flattenz{(T x Uy T = Flattenz (%) (Outl T) x Flattenz {84y (Outr T)
Flattenz (T — ) T = VA.Flattenz (%) A — Flattenz () (T A)
flatten{(T :: T) i VZ.Flattenz (%) T

flatten(1) () =

flatten( Char) c = ]

flatten{(Int) i = ]

flatten{+) AIAfiB (inl a) = flAa

flatten{+) flA fiB (zm" b) = fiBb

flatten(x) fIA fiB (a,b) = flAa+HfiBDb

Note that flatten is pointless for types—flatten{T) t returns [] for all types T of
kind * provided t is finite and fully defined— but useful for type constructors. In
particular, we can define the POPL-style flatten in terms of the MPC-style flatten
(recall that wrap a = [a]):

flatten(F ::%x — %) = VA.F A—[A]
flatten(F) = flatten(F) wrap.
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sum(F :: % — x) @ VN.(Num N)=F N — N

sum(F) = reduce(F) 0 (+) id

and(F ::x — x) :t F Bool — Bool

and{F) = reduce(F) true (A) id

minimum(F :: % — x) . VA.(Bounded A,Ord A) = F A— A
minimum(F) = reduce(F) mazBound min id

size(F 1% — x) @ VA.(Num N)=FA— N

size(F) = reduce(F) 0 (+) (k1)

all(F 1% — %) : VA.(A — Bool) — (F A — Bool)

all(F) p = reduce(F) true (A) p

flatten(F :: x — *) i VA.F A— [A]

flatten(F') = reduce(F) [] (#) wrap
biflatten(G ::x - x —*) == VYAB.GAB — [A+ B]

biflatten(G) = reduce(G) [] (4+) (wrap - inl) (wrap - inr)
data Shape A = FEmpty | Var A| Bin (Shape A) (Shape A)
shape(F :: % — %) i VYA.F A— Tree A

shape(F) = reduce(F) Empty Bin Var

Figure 5.2: Examples of reductions (MPC-style).

Here is the generalized version of reduce.

Reducez (% :: O) n T ok
Reducez{(x) T = T'—Z
Reducez (T x )y T = Reducez(T) (Outl T') x Reducez () (Outr T')
Reducez (T — U) T = VA.Reducez(%T) A — Reducez () (T A)
reduce(T :: T) 2 VZ.Z —-(Z—Z—Z)— Reducez(Z) T
reduce{(T) e op = red{(T)

where

red(T :: %) . Reducez (%) T

red (1) = ke

red { Char) = ke

red {Int) = ke

red(+) redA redb = redA V redb

red(x) redA redb = wuncurry op - (redA x redb)

The type of reduce{F') where F is a unary type constructor is quite general.
reduce(F ::x —x) = V2.2 —-(Z—-2Z2—-2)—NVNA.(A—2Z)— (FA—2))
Again, we can define the POPL-style reduce in terms of the MPC-style reduce.

reduce(F ::x —> %) = VA.A—(A—-A— A)— (FA— A
reduce(F') e op = reduce(F) e op id

Figure 5.2 lists some typical applications of reduce{(F) and reduce{G) where G
is a binary type constructor. Most of the definitions are obtained from Figure 5.1
using reduce(F') e op - map(F) m = reduce(F) e op m. A generalization of this
property will be proved in the following section.
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5.4.3 Properties

Reductions satisfy two general fusion laws. The first law shows how to fuse a
reduction with a map. The second law states conditions under which we can fuse
an ‘ordinary’ function with a reduction.

The first law uses a logical relation that is a minor variant of Comp.

Comp (%) Ty To C  Reducez(%) To x Map(%T) T1 To x Reducez (%) Ty
(rymyr’y€Compy(x) Ty To = r-m=71"uT1—Z

Given an element e :: Z and an operation op :: Z — Z — Z, we have
(reduce{T :: T) e op, map{T :: T), reduce(T :: ) e op) € Comp (%) T T.

An immediate consequence of this property is (here T :: x — * is a unary type
constructor)

reduce(T) e op f - map{T) g = reduce(T) e op (f - g),

which shows how to fuse a reduction with a map. As usual, to prove the generic
property we merely have to verify that the statement holds for every type constant
C € Const. Using the point-free definitions of map and red this amounts to
showing that

ke-id = ke
(r1 V 19) - (my + ma) = (r-ma) V (rg-mp)
uncurry op - (r1 X r2) - (my X ma) = wncurry op - ((r1 - my1) X (r2 - ma)).

All three conditions hold.

Previous approaches to generic programming ( ) re-
quired the programmer to specify the action of a generic function for the compo-
sition of two type constructors: for instance, for size the generic programmer had
to supply the equation size(F; - Fo) = sum(F1) - map(F1) (size(Fs)). Interestingly,
using reduce-map fusion this equation can be derived from the definitions of size
and sum given in Figure 5.2.

size(Fy - Fy)
{ definition of size }

reduce(Fy - F») 0 (+) (k 1)
= { poly(F1 - Fz) = poly(F1) - poly(F2) }

reduce (F1) 0 (+) (reduce(F2) 0 (+) (k 1))
= { definition of size }

reduce(F1) 0 (+) (size(Fs3))
= { reduce-map fusion }

reduce(F1) 0 (4) id - map(F1) (size(Fs))
= { definition of sum }

sum(Fy) - map(Fy) (size(Fy))

The second law generalizes the fusion law for reductions given by
to higher-order kinds. We have already derived a special instance of this
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law in Section 4.3.2. For that reason, we confine ourselves to a few remarks. The
law is based on the logical relation Fuse defined by

Fusen,z,,2,(%) T C  Reducez (%) T x Reducez, (%) T
(r,r') € Fusenz,,2,(x) T = h-r=1r"u:T— Z,

where Z; and Z, are fixed types and h :: Z3 — Z is a fixed function. The second
fusion law, which gives conditions for fusing the function h with a reduction, then
takes the following form:

hl=1
N he=¢
N h(opzy)=op' (hz)(hy)
D (reduce(T :: T) e op, reduce(T :: T e op’) € Fusen z,.2,(%) T.

We can apply this law, for instance, to prove that length - flatten(F') = size(F'),
that is, length - reduce(F') [] (+) wrap = reduce(F) 0 (+) (k 1).

5.4.4 Right and left reductions

The implementations of flatten given in the previous sections have a quadratic
running time since the computation of x + y takes time proportional to the length
of z. Using the well-known technique of accumulation ( ) we can improve
the running time to O(n). We have already used accumulation in Section 4.2 to
derive an efficient implementation of encode. The following derivation is slightly
more general in that it works for arbitrary operations under the proviso that op
is associative and e is the unit of op.
The basic idea is to define a function redr(F) such that

op (red(F) z) a = redr{F) z a.
In a point-free style this condition can be written more succinctly as
op-red(F) = redr(F).

Now, assuming that redr itself can be expressed as a reduction we invoke the
second fusion law for reductions:

op - reduce(F) e op id = reduce(F) ¢ op’ (op-id).

Let us try to determine e’ and op’. The fusion law requires them to satisfy
ope=-¢ and op (op a b) = op’ (op a) (op b). To derive e’ we reason:

op e

{ n-conversion }

Ar.opex

{ e is the unit of op: op ez =1}
Az .z

{ definition of id }
id.
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For op’ we calculate:

op (op a b)
{ n-conversion }

Az.op (op ab)z
= { op is associative: op (op z y) z=op z (op y 2) }
Az .op a (op b x)
{ definition of (-) }
op a-opb.

We have ¢’ = id and op’ = (). Consequently, we can define a more efficient
POPL-style variant of reduce as follows:

reduce(F) e op x
= { e is the neutral element of op: op z e =z }

op (reduce(F') e op x) e

{ definition of reduce }
op (reduce{(F) e op id x) e
= { fusion, see above }
reduce(F") id () op x e

To summarize, we have derived the following definition:

reduce’(F % — %) = VA A-(A—-A—A) —(FA— A
reduce’(F) e op x = reduce(F) id (-) op x e.

The implementation guarantees that applications of op are only nested to the
right. For instance, if z contains from left to right the elements a4, ..., a,, then
reduce’ (F') e op x evaluates to

(op ay-opag----- opap)e = opay (opas (... (opa,e)...).

This property also reveals that the type of reduce’ is unnecessarily restricted: the
two arguments of op need not have the same type. Therefore, we may generalize
the type signature as follows.

reducer(F ::x — %) = VAB.(A—B—B)— (FA—B— B)
reducer(F) op = reduce{F) id () op

Note that we have also rearranged the arguments to emphasize the structure.
Building upon reducer(F) we can now give a linear-time program for flatten(F).

flatten(F ::% — %) == VA.F A—[A]
flatten(F) f = reducer(F) (:) f []

Of course, there is also a reduction to the left. We merely have to flip compo-
sition and the binary operation op.

reducel(F ::%x —x) @ VAB.(B— A—B)— (B—F A— B)
reducel (F') op = flip (reduce{F) id (flip (-)) (flip op))
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Writing flip (-) as (;) we have
(flip op ay; flip op ag;...;flip op an) e = op (... (op (op € a1) az) ...) ay.

The workings of reducer and reducel become more apparent if we partially evaluate
the two definitions obtaining the following POPL-style implementations:

reducer(F :: x — %) @ VAB.(A-B—B)— (FA— B—B)
reducer(Id) op a b = opabd

reducer(K C) op ¢ b = b

reducer(F 4+ G) op (inl f) b = reducer(F) op f b

reducer(F + G) op (inr g) b = reducer(G) op g b

reducer(F x G) op (f,9) b = reducer(F) op f (reducer(G) op g b)
reducel (F :: x — %) © VAB.(B—-A—B)—(B—FA—B)
reducel(Id) op b a = opba

reducel(K C) op b ¢ = b

reducel(F + G) op b (inl f) = reducel(F) op b f

reducel(F + G) op b (inr g) = reducel(G) op b g

reducel(F X GY op b (f, g) = reducel(F) op (reducel(G) op b f) g

5.5 Generic dictionaries

A trie is a search tree scheme that employs the structure of search keys to organize
information. Tries were originally devised as a means to represent a collection of
records indexed by strings over a fixed alphabet. Based on work by Wadsworth
and others, generalized the concept to permit indexing
by elements built according to an arbitrary signature. In this section we go one
step further and define tries and operations on tries generically for arbitrary data
types of arbitrary kinds, including parameterized and nested data types.

5.5.1 Introduction

The concept of a trie was introduced by Thue in 1912 as a means to represent a set
of strings, see . In its simplest form a trie is a multiway branching tree
where each edge is labelled with a character. For example, the
set of strings { ear, earl, east, easy, eye } is represented by the
trie depicted on the right. Searching in a trie starts at the
root and proceeds by traversing the edge that matches the first
character, then traversing the edge that matches the second
character, and so forth. The search key is a member of the
represented set if the search stops in a node that is marked—
marked nodes are drawn as filled circles on the right. Tries
can also be used to represent finite maps. In this case marked
nodes additionally contain values associated with the strings.
Interestingly, the move from sets to finite maps is not a mere
variation of the scheme. As we shall see it is essential for the further development.
On a more abstract level a trie itself can be seen as a composition of finite
maps. Each collection of edges descending from the same node constitutes a finite
map sending a character to a trie. With this interpretation in mind it is relatively
straightforward to devise an implementation of string-indexed tries. If strings are
defined by the data type introduced in Section 1.1.1 (page 3)

data String = nilS | consS Char String,
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lookupString
lookupString
lookupString
lookupString

we can represent string-indexed tries with associated values of type V as follows.

data FMapString V. = nullString
| trieString (Maybe V) (FMapChar (FMapString V))

Here, nullString represents the empty trie. The first component of the constructor
trieString contains the value associated with nilS. Its type is Maybe V instead
of V since nilS may not be in the domain of the finite map represented by the
trie. In this case the first component equals nothing. The second component
corresponds to the edge map. To keep the introductory example manageable we
implement FMapChar using ordered association lists.

type FMapChar V. = [(Char, V)]

lookup Char = VYV .Char — FMapChar V. — Maybe V
lookupChar ¢ [] = nothing
lookupChar ¢ ((¢',v) : x)

|e< ¢ = nothing

| c==¢ = just v

|c> ¢ = lookupChar c x

Note that lookupChar has result type Maybe V. If the key is not in the domain
of the finite map, nothing is returned.

Building upon lookupChar we can define a look-up function for strings. To
look up the empty string we access the first component of the trie. To look up a
non-empty string, say, consS ¢ s we look up ¢ in the edge map obtaining a trie,
which is then recursively searched for s.

vV .String — FMapString V — Maybe V
s nullString = nothing
nilS (trieString tn tc) = in
(consS ¢ s) (trieString tn tc) = (lookupChar ¢ < lookupString s) tc

In the last equation we use monadic composition to take care of the error signal
nothing.

Based on work by Wadsworth and others, have
generalized the concept of a trie to permit indexing by elements built according
to an arbitrary signature, that is, by elements of an arbitrary non-parameterized
data type. The definition of lookupString already gives a clue what a suitable
generalization might look like: the trie trieString tn tc contains a finite map
for each constructor of the data type String; to look up consS ¢ s the look-up
functions for the components, ¢ and s, are composed. Generally, if we have a
data type with k£ constructors, the corresponding trie has £ components. To look
up a constructor with n fields, we must select the corresponding finite map and
compose n look-up functions of the appropriate types. If a constructor has no
fields such as nilS, we extract the associated value.

As a second example, consider the data type of external search trees (a para-
metric version of this type was introduced in Section 2.1.2 on page 17):

data Dict = leaf String | node Dict String Dict.

A trie for external search trees represents a finite map from Dict to some value
type V. It is an element of FMapDict V given by

data FMapDict V. = nullDict

|  trieDict (FMapString V') (FMapDict (FMapString (FMapDict V))).
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Note that FMapDict is a nested data type, since the recursive call on the right
hand side, FMapDict (FMapString (FMapDict V)), is a substitution instance of
the left hand side. Consequently, the look-up function on external search trees
requires polymorphic recursion.

lookupDict . VV.Dict — FMapDict V — Maybe V
lookupDict d nullDict = nothing

lookupDict (leaf s) (trieDict tl tn) = lookupString s tl

lookupDict (node | s r) (trieDict tl tn) = (lookupDict I <& lookupString s < lookupDict 1) tn

Looking up a node involves two recursive calls. The first, lookupDict [, is of type
Dict — FMapDict X — Maybe X where X = FMapString (FMapDict V'), which
is a substitution instance of the declared type.

Note that it is absolutely necessary that FMapDict and lookupDict are para-
metric with respect to the codomain of the finite maps. Had we restricted the type
of lookupDict to Dict — FMapDict T — T for some fixed type T, the definition
would have no longer type-checked. This also explains why the construction does
not work for the finite set abstraction.

REMARK 5.3 Looking up a constructed value boils down to composing look-up
functions. Interestingly, the order of composition is completely arbitrary: we are
free to use either textual order or reverse textual order. For instance, FMapString
and lookupString can alternatively be defined by

data FMapString V = nullString

| trieString (Maybe V') (FMapString (FMapChar V))
lookupString o VYV .String — FMapString V — Maybe V
lookupString s nullString = nothing
lookupString nilS (trieString tn tc) = in

lookupString (consS ¢ s) (trieString tn tc)
= (lookupString s < lookupChar c) tc.

These definitions employ reverse textual order—s is looked up first and then c¢—
and correspond to the textual order implementation of tries for ‘snoc’ strings given
by data Gnirts = lin | snoc Gnirts Char. That said, it becomes clear that both
orders must work equally well. As an aside, note that FMapString is now a nested
data type and lookupString requires polymorphic recursion. O

Generalized tries make a particularly interesting application of generic pro-
gramming. The central insight is that a trie can be considered as a type-indexed
data type. This makes it possible to define tries and operations on tries generically
for arbitrary data types. We already have the necessary prerequisites at hand: we
know how to define tries for sums and for products. A trie for a sum is essentially
a product of tries and a trie for a product is a composition of tries. The exten-
sion to arbitrary data types is then uniquely defined. Mathematically speaking,
generalized tries are based on the following isomorphisms.

11—, V
(Kl + KQ) —fn V
(K1 X KQ) —fin V

v
(Kl —fin V) X (KQ —fin V)
Kl —fin (K2 —fin V)

1R 1R

Here, K —g, V denotes the set of all finite maps from K to V. Note that
K —gn V is sometimes written VX! which explains why these equations are also
known as the ‘laws of exponentials’, see also Section 2.3.7.
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empty(K)
single(K)
lookup(K)
insert{K)
merge(K)

5.5.2 Signature

To put the above idea in concrete terms we will define a scheme for constructing
data types
FMap(K ::x) = *— x*,

which assigns a type constructor of kind x — % to each key type K of kind x.

The type FMap(K) V represents the set K —g, V of finite maps from K
to V. It is worth noting that the two arguments of ‘—g,’ are treated in a different
way: the key type K is used as a type index, that is, FMap will be defined by
induction on the structure of K, whereas V is a type parameter, that is, FMap will
be parametric in the value type V and the operations on tries will be polymorphic
with respect to V.

We will implement the following operations on tries.

YV .FMap(K) V

VV.K x V. — FMap(K) V

VV.K — FMap(K) V — Maybe V

YV (V= V—V)=Kx V— (FMap(K) V — FMap(K) V)

YV .(V =V = V)= (FMap(K) V — FMap(K) V — FMap(K) V)

The value empty(K) is the empty trie; single(K) (k,v) constructs a trie that
contains the binding (k,v) as the single element. The function lookup(K) takes
a key and a trie and looks up the value associated with the key. The function
insert(K) inserts a new binding into a trie and merge(K) combines two tries. The
two latter functions take as a first argument a so-called combining function, which
is applied whenever two bindings have the same key. For instance, Anew old —
new is used as the combining function for insert(K) if the new binding is to
override an old binding with the same key. For finite maps of type FMap(K) Int
addition may also be a sensible choice. Interestingly, we will see that the combining
function is not only a convenient feature for the user; it is also necessary for defining
insert(K) and merge(K) generically for all types!

5.5.3 Type-indexed tries
We have already noted that generalized tries are based on the laws of exponentials.

v
(Kl —fin V) X (KZ —fin V)
Kl —fin (KZ —fin V)

1—g, V
(K1 + KQ) —fin V
(K1 x Ka) —fn V

1R 1R

In order to define the notion of finite map it is customary to assume that each value
type V contains a distinguished element or base point Ly, see

. A finite map is then a function whose value is 1y, for all but finitely many
arguments. For the implementation of tries it is, however, inconvenient to make
such a strong assumption (though one could use type classes for this purpose).
Instead, we explicitly add a base point when necessary motivating the following
definition of FMap:

FMap(K :: ) vk — o

FMap(1) = AV .Maybe V

FMap(Char) = AV .FMapChar V

FMap(Int) = AV . Patricia.Dict V

FMap(Ki + Ks) = AV .FMap(Ki) V xe FMap(K3) V
FMap(Ky x K3) = AV .FMap(Ky) (FMap(K>) V).
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Here, (x,) is the type of optional pairs (see Section 2.1.1).
data A x¢ B = null | pair A B.

We take for granted the existence of a suitable library implementing finite maps
with integer keys. Such a library could be based, for instance, on a data struc-
ture known as a Patricia tree ( ). This data structure fits
particularly well in the current setting since Patricia trees are a variety of tries.
For clarity, we will use qualified names when referring to entities defined in the
hypothetical module Patricia.

Note that FMap(K) is a unary functor. Using functorial notation we can define
FMap more succinctly as

FMap(1) = Maybe

FMap(Char) = FMapChar

FMap(Int) = Patricia.Dict

FMap(K, + K2) = FMap(K,) x, FMap(K5)
FMap(Ky x ky) = FMap(Ky)- - FMap(K3).

We will show that a trie is a functor for a slight variation of FMap in Section 5.6.6.

Since the trie for the unit type is given by Maybe rather than Id, tries for
isomorphic types are, in general, not isomorphic. We have, for instance, 1 =
1 x 1 but FMap(l) = Maybe #* Maybe - Maybe = FMap(1 x 1). The trie type
Maybe - Maybe has two different representations of the empty trie: nothing and
just mothing. However, only the first one will be used in our implementation.
Similarly, Maybe x, Maybe has two elements, null and pair nothing nothing, that
represent the empty trie. Again, only the first one will be used.

REMARK 5.4 Instead of optional pairs we can also use ordinary pairs in the defi-
nition of FMap:

FMap(K; + K2) = AV .FMap(Ky) V x FMap(Ks) V.

This representation has, however, two major drawbacks: (i) it relies in an essential
way on lazy evaluation and (ii) it is inefficient, see . O

Building upon the techniques developed in Section 3.1.3 we can now specialize
FMap{(T) for a given instance of T. That is, for each type constructor T of kind ¥
we define a higher-order type constructor FMap{T). For T = x — % we have, for
instance,

FMap(F ::x — %) = (x—*) — (x = %).

The type constructor FMap(F) is the generalized trie of the unary type construc-
tor F. It takes as argument the generalized trie of the base type, say, A and yields
the generalized trie of F' A. It may come as a surprise that the framework for spe-
cializing type-indexed values is also applicable to type-indexed data types. The
following equations show how to extend FMap to arbitrary type terms of arbitrary
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kinds.
FNap(T :: O) o0
FMap () = x—*
FMap(A x B) = FMap(A) x FNMap(B)
FMap(A — B) = FMap(A) — FMap(B)
FMap(T :: T) w §Map(T) T
FMap({A) = FMapy,
FMap((Tv, T2)) = (FMap(T1), FMap(T2))
FMap{Outl T) = Outl (FMap{T))
FMap{Outr T) = Outr (FMap{T))
FMap{AA.T) = AFMap, . FMap(T)
FMap(T U) = (FMap(T)) (FMap(U))
FMap(Fiz T) = Fiz (FMap{T))

Note that the kind of FMap{T) depends on the kind of T. Consequently, §9tap
is a kind-indexed kind.

EXAMPLE 5.5 Let us specialize FMap to the following data types introduced in
Sections 1.1 and 2.1.

data List A = nil | cons A (List A)

data Tree A B = leaf A| node (Tree A B) B (Tree A B)

data Fork A = fork AA

data Sequ A = endS | zeroS (Sequ (Fork A)) | oneS A (Sequ (Fork A))

Recall that these types are represented by

List = Fiz (AList . AA.1+ A x List A)

Tree = Fiz (ATree.AAB.A+ Tree AB x B x Tree A B)

Fork = AA.Ax A

Sequ = Fiz (ASequ.AA .1+ Sequ (Fork A) + A x Sequ (Fork A)).

Consequently, the corresponding trie types are

FMapList = Fiz (AFMapList.AFA.Maybe xo FA- FMapList FA)
FMapTree = Fix (AFMapTree . AFA FB.

FA xq

FMapTree FA FB - FB - FMapTree FA FB)
FMapFork = AFA.FA-FA
FMapSequ = Fixz (AFMapSequ.AFA.

Maybe X,

FMapSequ (FMapFork FA) x4
FA - FMapSequ (FMapFork FA)).

As an aside, note that we interpret A; X, As X4 A3 as the type of optional triples
and not as nested optional pairs:

data A X4 Ay Xe A3 = null | triple Ay Ay As.

Now, since Haskell permits the definition of higher-order kinded data types,
the second-order type constructors above can be directly coded as data types. All
we have to do is to bring the equations into an applicative form.
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data FMapList FA'V = nullList
| trieList (Maybe V)
(FA (FMapList FA V)
data FMapTree FA FB'V = nullTree
| trieTree (FA V)
(FMapTree FA FB

(FB (FMapTree FA FB V)))

These types are the parametric variants of FMapString and FMapDict defined
in Section 5.5.1: we have FMapString ~ FMapList FMapChar (corresponding
to String = List Char) and FMapDict ~ FMapTree FMapString FMapString
(corresponding to Dict ~ Tree String String). Things become interesting if we
consider nested data types.

data FMapFork FA'V = trieFork (FA (FAV))
data FMapSequ FA'V = nullSequ
| trieSequ (Maybe V)
(FMapSequ (FMapFork FA) V)

(FA (FMapSequ (FMapFork FA) V))

The generalized trie of a nested data type is a second-order nested data type!
A nest is termed second-order, if a parameter that is instantiated in a recursive
call ranges over type constructors of first-order kind. The trie FMapSequ is a
second-order nest since the parameter FA of kind x — x is changed in the re-
cursive calls. By contrast, FMapTree is a first-order nest since its instantiated
parameter V has kind %. It is quite easy to produce generalized tries that are
both first- and second-order nests. If we swap the components of Sequ’s third
constructor—oneS a (Sequ (Fork a)) becomes oneS (Sequ (Fork a)) a—then the
third component of FMapSequ has type FMapSequ (FMapFork FA) (FA V) and
since both FA and V are instantiated, F'MapSequ is consequently both a first- and
a second-order nest. O

5.5.4 Empty tries

The empty trie is defined as follows.

empty(K) i VV.FMap(K) V
empty(1) = nothing
empty(Char) = ]

empty(Int) = Patricia.empty
empty (K1 + K3) = null

empty(Ky x Ko) = empty(K;)

The definition already illustrates several interesting aspects of programming with
generalized tries. To begin with the polymorphic type of empty is necessary to
make the definition work. Consider the last equation: empty(K; x Ks), which is
of type VV . FMap(K1) (FMap(K3) V), is defined in terms of empty(K;), which is
of type VV . FMap(K;) V. That means that empty(K;) is used polymorphically.
In other words, empty makes use of polymorphic recursion!

The specialization of empty works essentially as before. Applying the scheme
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of Section 3.1.3 we obtain

Empty(% :: 0O) T =%

Empty(x) T = VYV .FMap(T) V

Empty(A x B) T = Empty(A) (Outl T) x Empty(B) (Outr T)
Empty(A — B) T = VA.Empty(A) A — Empty(B) (T A)
empty(T :: T) i Empty(%) T

empty ( C) = emptyco

empty (A) = empty,

empty((Th, To)) = (empty(Tr), empty{T2))

empty{ Outl T) = outl (empty{T))

empty(Outr T) = outr (empty(T))

empty(AA. T) = dempty 4 . empty(T)

empty(T U) = (empty(T)) (empty(U})

empty(Fiz T) = fiz (empty(T)).

There is one small glitch, however. Counsider the type signature of empty{F)
where F' is a type constructor of kind x — *.

empty(F) = VYA.(YW.FMap(A) W) — (VV.FMap(F A) V)
The type signature contains two occurrences of FMap. Of course, if we want to
specialize empty for a given F', we must specialize its type signature, as well. To

this end we replace FMap(F A) by FMap(F) (FMap(A)) and generalize FMap(A)
to a fresh type variable, say, FA.

empty(F) = VFA.(YW.FA W) — (VV.FMap(F) FA V)

The following refined definition of Empty captures this generalization.

Empty(% > i FMap(T) —

Empty<*> = VV.FTV

Empty(A > FT = Empty(A) (Outl FT) x Empty(B) (Outr FT)
Empty(%l —B) T = VFA.Empty(A) FA — Empty(B) (FT FA)

It is not hard to see that Empty(%) (FMap(T)) is a valid type of empty{(T :: T).

EXAMPLE 5.6 Let us specialize empty to lists and binary random-access lists.

emptyList i VFA.(YW.FA W) — (YVV.FMapList FAV)
emptyList eA = nullList

emptyFork i VEA. (YW .FA W) — (VV .FMapFork FA V)
emptyFork eA = trieFork eA

emptySequ i VFA.(YW.FA W) — (VV.FMapSequ FA V)
emptySequ eA = nullSequ

The second function, emptyFork, illustrates the polymorphic use of the parameter:
eA has type VW . FA W but is used as an element of FA (FA W). The functions
emptyList and emptySequ show that the ‘mechanically’ generated definitions can
sometimes be slightly improved: the argument eA is not needed. O
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5.5.5 Singleton tries

The singleton trie, which contains only a single binding, is defined as follows.

single(K') i VV.K xV — FMap(K) V
single(1) ((), v) = justwv

single{Char) (k, v) = [(k0)]

single(Int) (k, ) = Patricia.single (k,v)

single(Kq + K2> (inl ky,v) = pair (single(K1) (k1,v)) (empty(Ks))
single(Ky + Ka) (inr ky,v) = pair (empty(Ki)) (single(Kz) (k2,v))
single(K1 x Ka) ((k1,k2),v) = single(K1) (ki, single(Ks) (k2, v))

The definition of single is interesting because it falls back on empty in the fourth
and the fifth equation. This requires a small extension of the theory: the special-
ization must be parameterized both with single and with empty. In fact, empty
and single can be seen as being defined by mutual recursion (ignoring the fact that
empty does not call single).

EXAMPLE 5.7 Let us again specialize the generic function to lists and binary
random-access lists.

singleList @ VK FA.(VW.FAW)— VYW.K x W — FAW)
— (VV . (List K x V — FMapList FA V))

singleList eA sA (nil, v) = trieList (just v) eA

singleList eA sA (cons k ks,v) = trieList nothing (sA (k, singleList eA sA (ks,v)))

singleFork VK FA.(YW.FAW) — (YW .K x W — FA W)
— (VV .(Fork K x V — FMapFork FA V))

singleFork eA sA (fork ki ko, v) = trieFork (sA (k1, sA (k2,v)))

singleSequ o VKFA.(NW.FAW)—- (NW.Kx W —FAW)

— (VV . (Sequ K X V — FMapSequ FA V))
singleSequ eA sA (endS,v) trieSequ (just v) nullSequ eA
singleSequ eA sA (zeroS s, v)
= trieSequ nothing (singleSequ (emptyFork eA) (singleFork eA sA) (s,v)) ed
singleSequ eA sA (oneS k s,v)

= trieSequ nothing nullSequ (sA (k, singleSequ (emptyFork eA) (singleFork eA sA) (s,v)))

Again, we can simplify the ‘mechanically’ generated definitions: since the definition
of Fork does not involve sums, singleFork does not require its first argument, eA,
which can be safely removed. O

5.5.6 Look up

The look-up function implements the scheme discussed in Section 5.5.1.

lookup (K') i VV.K — FMap(K) V — Maybe V
lookup(1) () ¢ =
lookup{Cha > = lookupChar k t

lookup(Int) k

(

(

(

( Patricia.lookup k t

lookup (K7 + KQ

(

(

(

null nothing

) k
lookup (K7 + Kb) (inl k1) (pair t; t) lookup (K1) k1 &
lookup (K + K3) (inr k) (pair ¢ ta) lookup(K3) ko to
lookup(K; x K3) (k1,k2) t1 = (lookup(Ky) k1 < lookup(Ks) ka) t
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On sums the look-up function selects the appropriate map; on products it ‘com-
poses’ the look-up functions for the components. Since lookup has result type
Maybe v, we use the monadic composition.

EXAMPLE 5.8 Specializing lookup(K) to concrete instances of K is by now prob-
ably a matter of routine. We obtain

lookupList :: VK FA.(NW .K — FA W — Maybe W)
— (VV . List K — FMapList FA V — Maybe V)

lookupList 1A ks nullList = nothing
lookupList lA nil (trieList tn tc) = in
lookupList lA (cons k ks) (trieList tn tc) = (IA k O lookupList lA ks) tc

lookupFork :: VK FA.(VWW .K — FA W — Maybe W)
— (VV . Fork K — FMapFork FA'V — Maybe V)
lookupFork IA (fork ki ko) (trieFork tf) = ([Ak ClA k) tf

lookupSequ :: VFAK .(WVWW .K — FA W — Maybe W)
— (VV.Sequ K — FMapSequ FA 'V — Maybe V)

lookupSequ A s nullSequ = nothing

lookupSequ lA endS (trieSequ te tz to) = te

lookupSequ 1A (zeroS s) (trieSequ te tz to) = lookupSequ (lookupFork lA) s tz
lookupSequ lA (oneS a s) (trieSequ te tz to) = (IA a < lookupSequ (lookupFork [A) s) to

The function lookupList generalizes lookupString defined in Section 5.5.1; we have
lookupString ~ lookupList lookupChar. a

5.5.7 Inserting and merging
Insertion is defined in terms of merge and single.

insert(K) 2 VV (V- V—-=V)-KxV— (FMap(K) V — FMap(K) V)
insert(K) ¢ (k,v) t = merge(K) c (single(K) (k,v)) t

Merging two tries is surprisingly simple. Given an auxiliary function for com-
bining two values of type Maybe

combine 2 VV.(V =V —=V)— (Maybe V— Maybe V — Maybe V)
combine ¢ nothing nothing = nothing

combine ¢ nothing (just va) = just vo

combine ¢ (just v1) nothing = just v

combine ¢ (just v1) (just va) = just (¢ vy v2)

and a function for merging two association lists

mergeChar 2 YV A(V—-V-oV)
— (FMapChar V. — FMapChar V — FMapChar V')

mergeChar ¢ [] 2’ = 2’
mergeChar cz [] = =
mergeChar ¢ ((k,v) :z) ((K',v"): z")

| k <k = (k, U) mergeChar ¢ x ((K', ’) sz’

| k== k = (k,cvv'):mergeChar c z z’

| &>k = (K, ) mergeChar ¢ ((k,v):z) z’,

we can define merge as follows.
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merge(K) D VV (V- V=V)

— (FMap(K) V — FMap(K) V — FMap(K) V)

merge(l) ¢t ¢ = combine ctt’
merge{Char) c t t' = mergeChar c t t/
merge(Int) ¢ t t' Patricia.merge ¢ t t'

(

(

(

merge(Ky + Ko) cnull ' =t/

merge(Ky + Ko) ct null = ¢

merge(Ky + K3) ¢ (pair ty &) (pair t] t5)

pair (merge(K1) ¢ ty t]) (merge(Ka) ¢ ta t5)
merge(K1) (merge(K3) ¢) t t/

merge(Ky X Ka) ¢ t t/

The most interesting equation is the last one. The tries ¢ and t’ are of type
FMap(K; x Ki) V = FMap(Ky1) (FMap(K>) V). To merge them we can re-
cursively call merge(K;); we must, however, supply a combining function of type
VYV .FMap(Ky) V. — FMap(K;) V — FMap(K) V. A moment’s reflection
reveals that merge(Ks) ¢ is the desired combining function. Using functional
composition we can write the last equation quite succinctly as

merge(Ky x Ky) = merge(K;) - merge(Ks).

The definition of merge(K) shows that it is sometimes necessary to implement
operations more general than immediately needed. If merge(K) had the simplified
type YV . FMap(K) V — FMap(K) V — FMap(K) V, then we would not be
able to give a defining equation for K = K; x Ks.

EXAMPLE 5.9 To complete the picture let us again specialize the merging opera-
tion for lists and binary random-access lists. The different instances of merge are
surprisingly concise (only the types look complicated).

mergeList = VFA.(YW . (W - W - W) - (FAW - FAW — FA W))
> NVV.(V-V-=>V)

— (FMapList FA' V — FMapList FA' V. — FMapList FA V))

mergeList mA ¢ nullList t = t
mergeList mA ¢ t nullList =
mergeList mA c (trieList tn tc) (trieList tn' tc')

= trieList (combine ¢ tn tn’) (mA (mergeList mA c) tc tc’)

mergeFork :: VEFA.(YW . (W - W - W) — (FAW — FA W — FA W))
- NVV.(V-oV-=7V)

— (FMapFork FA'V — FMapFork FA 'V — FMapFork FA V))

mergeFork mA c¢ (trieFork tf) (trieFork tf’)
= trieFork (mA (mA c) tf tf')
mergeSequ :: VFA.(YW . (W - W - W) - (FAW — FAW — FA W))
- VV.(V-oV-=V)

— (FMapSequ FA 'V — FMapSequ FA 'V — FMapSequ FA V))

mergeSequ mA ¢ nullSequt =
mergeSequ mA ¢ t nullSequ =
mergeSequ mA c¢ (trieSequ te tz to) (trieSequ te' tz' to’)
= trieSequ (combine c te te')
(mergeSequ (mergeFork mA) c tz tz')

(mA (mergeSequ (mergeFork mA) c) to to’)

O
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5.5.8 Properties

The functions on tries enjoy several properties which hold generically for all in-
stances of K and which can be proved by fixed point induction.

lookup(K) k (empty(K)) = nothing
lookup(K) k (single(K) (k1,v1)) = 1if k == k; then just v; else nothing
lookup(K) k (merge(K) ¢ t; t2) = combine ¢ (lookup(K) k t1) (lookup{K) k t3)

The last law, for instance, states that looking up a key in the merge of two tries
yields the same result as looking up the key in each trie separately and then
combining the results. If the combining form c is associative,

cv (cwpwvg) = c¢(cv va) v,

then merge(K) c is associative, as well. Furthermore, empty(K) is the left and
the right unit of merge(K) c:

merge(K) ¢ (empty(K)) t =t
merge(K) ¢ t (empty(K)) =t
merge(K) ¢ ty (merge(K) c to t3) = merge(K) c (merge(K) c t; t3) 3.

5.5.9 Related work

attributes the idea of a trie to Thue who introduced it in a paper
about strings that do not contain adjacent repeated substrings ( ). De la
Briandais recommended tries for computer searching ( ). The generalization
of tries from strings to elements built according to an arbitrary signature was
discovered by and others independently since.

formalized the concept of a trie in a categorical setting: they showed
that a trie is a functor and that the corresponding look-up function is a natural
transformation.

The first implementation of generalized tries was given by Okasaki in his recent
textbook on functional data structures ( ). Tries for parameterized types like
lists or binary trees are represented as Standard ML functors. While this approach
works for regular data types, it fails for nested data types such as Sequ. In the
latter case data types of second-order kind are indispensable.

5.6 Generic memo tables

This section presents a generic implementation of memo functions that is based
on a variation of digital search trees. A memo function can be seen as the compo-
sition of a tabulation function that creates a memo table and a look-up function
that queries the table. We show that tabulation can be derived from look-up by
inverse function construction. A memo table for a fixed argument type is a functor
and look-up and tabulation are natural isomorphisms. We provide simple generic
proofs of these properties. Contrary to the preceding section the implementation
of memo table relies in a essential way on lazy evaluation.
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5.6.1 Introduction

A memo function ( ) is like an ordinary function except that it caches
previously computed values. If it is applied a second time to a particular argument,
it immediately returns the cached result, rather than recomputing it. For storing
arguments and results a memo function internally employs an index structure, the
so-called memo table. In fact, a memo function can be seen as the composition
of a tabulation function that creates a memo table and a look-up function that
queries the table.

A memo table can be implemented in a variety of ways using, for instance,
hashing or comparison-based search tree schemes. These approaches, however,
have their drawbacks if the argument to a memo function is a compound value
such as a list or a tree. Since comparing compound values is expensive, search tree
schemes based on ordering are prohibitive. Hash tables are no viable alternative
as hashing compound values is difficult. Furthermore, in case of collisions values
must be checked for equality (though a hash-consing garbage collector (

) may alleviate this problem). For memo functions with compound
argument types tries are again the data structure of choice. Looking up a value in
a trie takes time proportional to the size of the value. In particular, the running
time is independent of the number of memoized values. In combination with lazy
evaluation tries provide an elegant and efficient implementation of memo functions.

5.6.2 Signature

The signature of trie-based memo tables with associated look-up and tabulation
functions is given by

Table(K ::%) @ *x— *
apply(K) i VV . Table(K) V — (K — V)
tabulate(K)y = VV . (K — V) — Table(K) V.

The type Table(K) V represents memo tables that are indexed by values of type K
and store values of type V. The function apply(K) is the associated look-up func-
tion: it takes a memo table and a key of type K and returns the associated value
of type V. Its converse, tabulate(K), tabulates a given function with argument
type K. Given this interface we can easily memoize a function of type K — V:

memo(K) D VV.(K—= V)= (K—1V)
memo(K) f = apply(K) (tabulate(K) f).

The memoized version of f is simply memo(K) f. It is worth noting that this
technique depends in an essential way on lazy evaluation: if the type of keys is
infinite, then tabulate(K) f produces a potentially infinite tree. We also require
full laziness so that tabulate(K) f is evaluated only once even if it is queried several
times. Haskell meets both requirements.

5.6.3 Memo tables

Memo tables are a simple variant of tries (for simplicity, we ignore the type con-
stants Char and Int):

Table(K :: *) Dok ok

Table(1) = AV.V

Table(Ky + K3) = AV .Table(Ky) V x Table(Ks) V
Table(Ky x K3) = AV .Table(Ky) (Table(Ks) V).
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List

TableList

The type constructor Table(K) has kind x — . In fact, we will see in Section 5.6.6
that Table(K) satisfies the properties of a functor. In particular, the trie for the
unit type is the identity functor, the trie for sums is a product of functors, and
the trie for products is a composition of functors.

EXAMPLE 5.10 The memo table for the type of natural numbers is an infinite list.

Nat Fiz (ANat .1+ Nat)
TableNat = Fiz (ATableNat . AV .V x TableNat V)

In Haskell notation TableNat reads
data TableNat V. = nodeNat V (TableNat V).

If we replace nodeNat by cons and add a case for nil, we obtain the familiar type
of lists. Note that this instance, the use of infinite lists for memoizing functions
on the natural numbers, already appears in . a
ExAMPLE 5.11 The memo table for binary numbers is an infinite binary tree
BNat = Fiz (ABNat.1+ BNat + BNat)
TableBNat = Fiz (ATableBNat . AV .V x TableBNat V' x TableBNat V)
and the corresponding Haskell type is given by

data TableBNat V. = nodeBNat V (TableBNat V) (TableBNat V) O

EXAMPLE 5.12 Finally, let us consider a parameterized data type, the ubiquitous
data type of lists. Since List is a type constructor, TableList is a ‘higher-order’
memo table that takes a trie for the base type A and yields a trie for List A.

= Fiz (AList . AA.1+ A x List A)
= Fiz (ATableList . ATableA. AV .V x TableA (TableList TableA V))

Surprisingly, the type constructor TableList is isomorphic to the type of generalized
rose trees. The corresponding Haskell type reads

data TableList TableA V. = nodeList V (TableA (TableList TableA V)) O

5.6.4 Table look-up

The look-up function is given by the following generic definition.

apply(K) w VYV . Table(K) V — (K — V)
apply(1) t () =t

apply(K1 + Ka) (t1,t2) (inl k1) = apply(K1) t K

apply(K1 + Ka) (t1,t2) (inr ka) = apply(Ks) t2 ko

apply(K1 x Ka) t (ki k2) = apply(K2) (apply(K1) t ki) ke

Note that apply is essentially the function lookup of Section 5.5.6 with the two
arguments reversed:

lookup(K) 2 VV.K — Table(K) V-V
lookup(1) () id
lookup (K7 + Kb) (inl k1) lookup(K1) ki - outl

(

(

lookup (K1 + Ka) (inr ka) lookup(Ks) ko - outr
lookup(Ky x K3) (k1,ka) = lookup(K2) ko - lookup (K1) k.
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Thus, on the unit type the look-up function is the identity, on sums it selects the
appropriate memo table, and on products it composes the look-up functions for
the components.

ExXAMPLE 5.13 Querying a memo table for the natural numbers works as follows.

applyNat . VV.TableNat V — (Nat — V)
applyNat (nodeNat tz ts) zero = iz
applyNat (nodeNat tz ts) (succ n) = applyNat ts n

Recall that elements of TableNat are infinite lists. Consequently, applyNat corre-
sponds to list indexing, written (!!) in Haskell. O

EXAMPLE 5.14 The look-up function for binary numbers corresponds to tree in-
dexing (a binary number is interpreted as a path into a binary tree).

applyBin :: VYV . TableBNat V — (BNat — V)
applyBin (nodeBNat tn to tt) endB = in

applyBin (nodeBNat tn to tt) (zeroB b) = applyBin to b

applyBin (nodeBNat tn to tt) (oneB b) = applyBin ttb O

ExXAMPLE 5.15 As the final example, consider the look-up function for lists.
applyList 2 VIAA . (YV.TAV - (A— V)

— (VW . TableList TA W — (List A — W))

applyList applyA (nodeList tn tc) nil = tn
applyList applyA (nodeList tn tc) (cons a as)

= applyList applyA (applyA tc a) as
Since List is a parametric type, applyList is a ‘higher-order’ look-up function that
takes a look-up function for the base type A and yields a lookup function for
List A. O

5.6.5 Tabulation

Tabulation is the inverse of look-up and, in fact, we can derive its definition by
inverse function construction. For the derivation we use a slight reformulation of
apply that allows for more structured calculations.

apply(K) w VV.Table(K) V— (K — V)
apply(1) t = A0t
apply(K1 + KoY t = apply(K1) (outl t) V apply(Kz) (outr t)
apply(Ky x Kz) t = wuncurry (apply(K2) - apply(K1) t)
We specify tabulate as the right inverse of apply:
apply(K) (tabulate(K) f) = f.
As usual, we proceed by case analysis on K.

e Case K = 1:
apply(1) (tabulate(1) f) = f
= { definition of apply }
A() . tabulate(1) f = f
{ extensionality: fi=fou:1l—2A=H()=fk()=4}
tabulate(1l) f = f ().
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e Case K = Kj + Ks: let t = tabulate(K; + K>) f, then

apply(K1 + Ka) t = f
{ definition of apply }
apply (K1) (outl t) V apply(Ks) (outr t) = f
{ universal property of coproducts }
apply(K1) (outl t) = f - inl A apply(Ks) (outr t) = f - inr
C { specification }
outl t = tabulate(Ky) (f - inl) A outr t = tabulate(Ks) (f - inr)
= { surjective pairing: z = (21, 22) = outl z =z A oulr z = 15 }
t = (tabulate(Ky) (f - inl), tabulate(Ks3) (f - inr)).

Note that we use both the universal property of coproducts and the universal
property of products (of which surjective pairing is a special case).

e Case K = K; X Kj: let t = tabulate(K; x Ks) f, then

apply(K1 x K3) t = f
{ definition of apply }

uncurry (apply(Kz) - apply (K1) t) = f

C { exponentials: uncurry - curry = id }
apply(Kz) - apply(K1) t = curry f

C { specification }
apply(K;) t = tabulate(Ks) - curry f

C { specification }
t = tabulate(K7) (tabulate(Ks) - curry f).

To summarize, we have calculated the following definition of tabulate.

tabulate(K) 2 VV (K — V) — Table(K) V

tabulate(1) f = f(

tabulate(K; + Ko) f = (tabulate(K1) (f - inl), tabulate(Ks) (f - inr))
tabulate(K; x Ko) f = tabulate(K7) (tabulate{Ks) - curry f)

The last equation becomes more readable if we convert it into a pointwise style.
tabulate(Ky x Ko) f = tabulate(Ky) (Aky . tabulate(K3) (Ake . f (K1, k2)))

Two points are in order.

First, the second calculation makes essential use of the universal property of
coproducts. Alas, Haskell’s natural semantic model, the category Cpo of pointed,
complete partial orders and continuous functions, has no categorical coproduct.
In other words, in Haskell apply(K) (tabulate(K) f) = f is only valid for so-called
hyper-strict functions that completely evaluate their arguments. In the context of
a lazy language this need for hyper-strictness is somewhat ironic. The intuition
is that all information about the result of a memoized function is in the leaves of
the corresponding trie.

Note that an appropriate theoretical setting for the calculations is the category
Cpo, of pointed, complete partial orders and strict continuous functions, which
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has categorical products (the cartesian product ‘x’), categorical coproducts (the
coalesced sum ‘@®’) and is monoidally closed (the smash product ‘®’ and the space
‘o—’ of strict continuous functions form a monoidal closure). Thus, memo tables
are actually based on the following isomorphisms:

(K1 ®Ky))o—V =2 (Ko V)X (Kpo— V)
(K1® Ko)om V. =2 Kjos(Kyom V),

where 1, = {L,()}. The isomorphisms make precise that memoization operates
on strict functions but its implementation requires lazy evaluation: a trie for a
‘strict’ sum is a ‘lazy’ pair of tries. We could maintain this distinction in Haskell
using strictness annotations ( T'Nat is really the memo table for the flat domain N
given by data Nat = zero | succ! Nat) but we refrain from being that pedantic.

Second, the calculations show that tabulation is the right inverse of look-up.
The converse can be shown using a straightforward fixed point induction. That
said, we notice that the case K = 0, where 0 = { L} is the ‘bottom’ type, is missing
in the derivation above. Fortunately, apply(0) (tabulate(0) f) = f holds trivially
since ‘0’ is the initial object in Cpo , that is, for each type V there is a unique
strict function of type 0 — V.

EXAMPLE 5.16 The tabulation function for natural numbers is a one-liner.

tabulateNat 2 VYV .(Nat — V) — TableNat V
tabulateNat f = mnodeNat (f zero) (tabulateNat (f - succ))

The standard toy example of memoization is the Fibonacci function.

fib ;2 Nat — Nat
fib zero = zero
fib (succ zero) = succ zero

fib (succ (succ n)) = fib n+ fib (succ n)

Its time complexity can be improved from exponential to quadratic if the recursive
calls are replaced by table lookups.

fib :: Nat — Nat

fib zero = zero

fib (succ zero) succ zero

fib (suce (suce n)) memo-fib n + memo-fib (succ n)

memo-fib 2 Nat — Nat
memo-fib applyNat (tabulateNat fib) O

EXAMPLE 5.17 Tabulating a function of type Bin — V is equally easy.

tabulateBin @ VYV .(BNat — V) — TableBNat V
tabulateBin f = nodeBNat (f endB) (tabulateBin (f - zeroB)) (tabulateBin (f - oneB)) O

EXAMPLE 5.18 Finally, for parametric lists we obtain a ‘higher-order’ tabulation
function.

tabulateList 2 VIAA.(YV.(A—-V)—>TAYV)
— (VW . (List A— W) — TableList TA W)
tabulateList tabulateA f = nodeList (f nil) (tabulateA (Aa —

tabulateList tabulateA (Aas — f (cons a as))))
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Using TableList we can memoize functions that operate on lists. The following
dynamic programming problem, optimal matrix multiplication, may serve as an
example. Given a sequence of matrix dimensions [dy,...,d,], the problem is to
find the least cost for multiplying out a sequence of matrices My * - - - % M,, where
the dimension of M; is d;—1 x d;. We assume that multiplying an 7 x j matrix by
an j X k matrix costs i X j x k. The following Haskell program implements a
straightforward, but exponential solution.

cost v List Nat — Nat
cost d
|n<1 = 0
| otherwise = minimum [cost (take (k+ 1) d)

+dN0Ox dllk xd!ln
+cost (drop k d) | k«—[1..n—1]]
where n = length d —1

Memoizing the recursive calls improves the complexity from exponential to poly-
nomial in the size of the input.

memo-cost v List Nat — Nat
memo-cost = (applyList applyNat) ((tabulateList tabulateNat) cost)
cost v List Nat — Nat
cost d
|n<1 =0
| otherwise = minimum [memo-cost (take (k+1) d)

+d!N0x d!Mk xd!ln
+memo-cost (drop k d) | k — [1..n—1]]
where n = length d — 1

An ad-hoc variant of this code appears in . a

EXAMPLE 5.19 The function memo-cost defined in the previous example main-
tains a global memo table. This comes at a considerable cost: recall that functions
on the natural numbers are memoized using infinite lists and note that the matrix
dimensions dy, ..., d, index these lists. A more efficient alternative both in time
and in space is to maintain a local memo table.

cost 0 List Int — Int
cost d = memo-c (0,n)
where
n = length d —1
(Nat, Nat) — Int
¢ (i,j)
li+1>j = 0
| otherwise = minimum [memo-c (i, k)
+dllixdlkxdlly
+ memo-c (k,j) | k—[i+1..57—1]]
memo-c . (Nat, Nat) — Int
memo-c (i,j) = applyNat (applyNat (

tabulateNat (Ai" — tabulateNat (\j' — ¢ (i',7)))) i) j

Since the sequence of matrix dimensions d is fixed in the body of cost, sublists
of d can be represented by pairs of list indices. Consequently, a much smaller
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memo table suffices: memo-c uses a table of type TableNat (TableNat Int) that
is indexed by pairs of list indices (which are small) rather than by sequences of
matrix dimensions (which may be be very large). The resulting code corresponds
closely to the standard dynamic programming solution, see, for instance,

O

5.6.6 Properties

For a fixed K, the type constructor Table(K) satisfies the properties of a functor
(it is an endo functor of Cpo ). Its functorial action on arrows is given by

table(K) 2 VV W (V- W) — (Table(K) V — Table(K) W)
table(1) f = f
table(K1 + Ka) f = table(Ky) f X table(Ks) f
table(K1 x Ka) f = table(Ky) (table(K>s) f).
The functor laws
table(K) id = i
table(K) (f -g) = table(K) f - table(K) g

can be shown using straightforward fixed point inductions.

The functions apply(K) and tabulate(K) are then natural isomorphisms be-
tween (—)% and Table(K). Note that the functorial action of (—)¥ is postcom-
position given by post f = curry (f - eval) where eval is function application. The
naturality conditions are

apply(K) - table(K) f = post f - apply(K)
tabulate(K) - post f = table(K) [ - tabulate(K).

The proofs below are based on the following pointwise variants.

apply(K) (table(K) f 1) = [ - apply(K) ¢
tabulate(K) (f - g) = table(K) f (tabulate(K) g)

An immediate consequence of the second naturality property is, for instance,
tabulate(K) f = table(K) f (tabulate(K) id).

Thus, instead of tabulating f we can tabulate id and then map f on the re-
sulting memo table. Since some types allow for a more efficient implementation
of tabulate(K) id, applying the law from left to right may be an optimization.
We prove apply(K) (table(K) f t) = f - apply(K) t by fixed point induction
on K. The second naturality property then follows immediately since apply(K)
and tabulate(K) are mutually inverse.

e Case K = 0: the proposition holds trivially for strict f since generic func-
tions are strict in their type arguments.

e Case K = 1:

apply(1) (table(1) f t)
- { definition of apply }
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A() . table(1) f ¢
{ definition of table }
A).ft
= { extensionality: g1 =g :1—>A =g ()=g () A}
f-(A0-1)
{ definition of apply }
f - apply(1) t.

e Case K = K1 + Ks:

apply(K1 + Ko) (table(K; + Ka) f t)
= { definition of apply }

apply(Ky) (outl (table(Ky + Ks) f t)) V apply(Ks) (outr (table(K; + Kb) f t))
= { definition of table and x-computation laws }

apply(K1) (table(Ky) f (outl t)) V apply(K>) (table(Ks) f (outr t))
= { ex hypothesi }

(f - apply(K1) (outl t)) V (f - apply(Kz) (outr t))
= { v-fusion law }

f - (apply(K1) (outl t) V apply(Kz) (outr t))
= { definition of apply }

[+ apply(Ky + K3) t.

e Case K = K; x Ks:

apply(Ky1 x K3) (table(Ky x Ka) f t)
= { definition of apply }

uncurry (apply(K2) - apply(Ki) (table(Ky x K») f t))
= { definition of table }

uncurry (apply(Kas) - apply(K1) (table(K1) (table(Kz) f) t))
= { ex hypothesi }

uncurry (apply(Ks) - table(Ks) f - apply(Ky) t)
= { ex hypothesi }

uncurry (post f - apply(Kz) - apply(Ki) t)
= { proof obligation, see below }

f - uncurry (apply(Ka) - apply(Ky) t)
= { definition of apply }

f - apply(Ky x Ka) t.

It remains to show f - uncurry g = uncurry (post f - g), which is equivalent
to curry (f - uncurry g) = post f - g.

curry (f - uncurry g)
= { definition of uncurry }

curry (f - eval - (g X id))
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{ curry fusion law: curry h-k = curry (h- (k x id)) }

curry (f - eval) - g
{ definition of post }

post f - g
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Chapter 6

Generic Haskell

This chapter is concerned with the details and pragmatics of adding generic pro-
gramming to Haskell. Interestingly, Haskell already provides a rudimentary form
of genericity in form of the deriving mechanism—for a discussion of this feature
and of Haskell’s class system in general, see Section 2.2. By attaching a deriving
clause to a data type declaration instance declarations are generated automati-
cally by the compiler. Unfortunately, this feature is rather ad-hoc: the derived
code is specified only informally in an appendix of the language definition (

) and more severely the deriving mechanism is restricted
to a fixed set of built-in classes. Both problems can be overcome using generic
definitions for default method declarations. An extension of Haskell along these
lines is described in ( ). In the sequel we discuss a less
tight integration: we show how to translate instances of generic definitions into
ordinary Haskell definitions. Overall, we are more concerned with implementation
techniques and less with language design issues.

This chapter is organized as follows. Section 6.1 discusses the specialization of
generic values using Haskell as a target language. Thereby we restrict ourselves
to MPC-style definitions as they are more general than POPL-style definitions
(nonetheless, we will use POPL-style definitions for the examples). Section 6.2
introduces two extensions to generic definitions that are useful or even necessary
in a concrete implementation: ad-hoc definitions to cope with abstract data types
and provisions for accessing constructor names and record labels.

6.1 Implementation

The polymorphic A-calculus is the language of choice for the theoretical treat-
ment of generic definitions as it offers rank-n polymorphism, which is required
for specializing higher-order kinded data types. We additionally equipped it with
a liberal notion of type equivalence so that we can interpret the type definition
List A=1+ A x List A as an equality rather than as an isomorphism.

Haskell—or rather, extensions of Haskell come quite close to this ideal lan-
guage. The Glasgow Haskell Compiler, GHC, ( ), the Haskell B. Com-
piler, HBC, ( ) and the Haskell interpreter Hugs (

) provide rank-2 type signatures and local universal quantification in data
types. We will see in Section 6.1.4 that the latter feature can be used to encode
rank-n types. There is, however, one fundamental difference between Haskell and
(our presentation) of the polymorphic A-calculus: Haskell’s notion of type equiv-
alence is based on name equivalence while the polymorphic A-calculus employs
structural equivalence. Sections 6.1.1-6.1.3 explain how to adapt the techniques
of Chapter 3 to type systems that are based on name equivalence.
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6.1.1 Generic representation types

Consider the Haskell data type of parametric lists:
data List A = mnil | cons A (List A).
We have modelled this declaration (see Section 2.5.1) by the type term
Fiz (AList . AA.1+ A x List A).

Since the equivalence of type terms is based on structural equivalence, captured
by the relation ‘~’, we have, in particular, that List A ~ 14+ A x List A. It is im-
portant to note that the specialization of generic values described in Section 3.1.3
makes essential use of this fact: the List instance of poly given by (omitting type
abstractions and type applications)

fiz (Apoly ;s - Apoly 4 . poly . poly; (poly,. poly s (poly ;s poly 4)))

only works under the proviso that List A ~ 14+ A x List A. Alas, in Haskell
List A is not equivalent to 1 + A x List A as each data declaration introduces a
new distinct type. Even the type Liste defined by

data Liste A = Vide | Constructeur A (Liste A)

is not equivalent to List. Furthermore, Haskell’s data construct works with n-ary
sums and products whereas generic definitions operate on binary sums and prod-
ucts. The bottom line of all this is that when generating instances we additionally
have to introduce conversion functions which perform the impedance-matching.
This and the next two sections explain how to do this in a systematic way.

To begin with we introduce so-called generic representation types, which me-
diate between the two representations. For instance, the generic representation
type for List, which we will call List®, is given by

type List® A = 1+ A x List A.

As to be expected our generic representation type constructors are just unit, sum
and product. In particular, there is no recursion operator. Thus, we observe that
List® is a non-recursive type synonym: List (not List®) appears on the right-hand
side. So List® is not a recursive type; rather, it expresses the ‘top layer’ of a list
structure, leaving the original List to do the rest.

The type constructor List® is (more or less) isomorphic to List. To make the
isomorphism explicit, let us write functions that convert to and fro:

from i VA.List A— List® A
from . nil = inl ()

from . (cons ¢ xs) = inr (z,xs)

toList . VA.List® A — List A
torist (inl () = nil

torist (inr (z,s)) cons T Is.

Though these are non-generic functions, it is not hard to generate them mechani-
cally. That is what we turn our attention to now.

Since the generic definitions work with binary sums and products, algebraic
data types with many constructors, each of which has many fields, must be encoded
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as nested uses of sum and product. There are many possible encodings. For
concreteness, we use a simple linear encoding: for

dataBAl...Am = kl T11~~~T1m1|"'|knTn1---Tnmn

we generate:

type B° Al Am = X (H T11 Tlml) (H Tnl Tnmn)
where ‘Y’ and ‘IT’ are defined
2T T = {Tl—i—ETQ...Tn ifn>1
1 ifn=20

T, xII Ty ... T, ifn>1.

Note that this encoding corresponds closely to the scheme introduced in Sec-
tion 2.5.1 except that here the argument types of the constructors are mot re-
cursively encoded. The conversion functions fromz and top are then given by

fromB o VAlAmBAlAmHBOAl
frompg (k1 &1 ... T1m,) = in? (tuple 211 ... Tim,)
fromg (kn Tp1 - .. Tnm,) = ing (tuple Tp1 ... Tpm,)
tOB o VAlAmBoAlAmHBAl
topg (iny (tuple 111 ... T1my)) = ki T11 ... Timy
top (iny (tuple Tp1 -.. Tpm,)) = kn Tni -o- Tnm,
where
t ifn=1
in;t = inl t ifn>1Ai=1
inr (inf=Ht) ifn>1AG>1
0 ifn=0
tuplety ... t, = t ifn=1

(t1, tuple to ... t,) ifn>1.

REMARK 6.1 An alternative encoding, which is based on a binary sub-division
scheme, is given in . Most generic functions are insensitive to the
translation of sums and products. Two notable exceptions are encode and decodes,
for which the binary sub-division scheme is preferable (the linear encoding aggra-
vates the compression rate). O

6.1.2 Specializing generic values

Assume for the sake of example that we want to specialize the generic functions
encode and decodes introduced in Section 1.1.1 to the List data type. Recall the
types of the generic values (here expressed as type synonyms):

type Encode A = A — Bin
type Decodes A = Bin — (A, Bin).
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Since List® involves only the type constants ‘1’, ‘+’ and ‘X’ (and the type vari-
ables List and A), we can easily specialize encode and decodes to List® A: the
instances have types Encode (List® A) and Decodes (List® A), respectively. How-
ever, we require functions of type Encode (List A) and Decodes (List A). Now,
we already know how to convert between List® A and List A. So it remains to lift
from ., and tor;s to functions of type Encode (List A) — Encode (List® A) and
Encode (List® A) — Encode (List A). But this lifting is exactly what a mapping
function does! In particular, since Encode and Decodes involve functional types,
we can use the embedding-projection maps of Section 5.2.1 for this purpose.

For mapE we have to package the two conversion functions into a single value:

convrise = VA.EP (List A) (List® A)
convpise = ep{from = from,,, to =tor;st }.

Then encoder;s: and decodesy;s; are given by

encoder;sy encodeA = to (mapE g, coqe CONVList) (encode{List® A))
decodes pist decodeA = to (MapE peeoges COMVList) (decodes(List® A)).

Consider the definition of encoder;s;. The specialization encode{List® A) yields a
function of type Encode (List® A); the call to (mapF g, p0qe CONVList) then converts
this function into a value of type Encode (List A) as desired.

In general, the translation proceeds as follows. For each generic definition we
generate the following.

e A type synonym Poly = Poly(x) for the type of the generic value.
e An embedding-projection map, mapE p,,, see Section 6.1.3.
e Generic instances for ‘1’, ‘+’, ‘x” and possibly other primitive types.
For each data type declaration B we generate the following.
e A type synonym, B°, for B’s generic representation type, see Section 6.1.1.

e An embedding-projection pair convg that converts between B Ay ... A,
and B° 4, ... A,,.

convg = YAy ... A, .EP (B Ay ... Ap) (B° A1 ... Ap)
convg = ep{from = fromp,to=top}

The functions fromg and top are defined in Section 6.1.1.
An instance of poly for type B :: B is then given by (using Haskell syntax)

Poly(B) B ... B

polyg poly 4, ... poly, = to(mapEp,, convp ... convg) (poly(B°® Ay ... An)).

If Poly(B) B ... B has a rank of 2 or below, we can express polyp directly
in Haskell. Section 6.1.4 explain the necessary amendments for general rank-n
types. Figures 6.1 and 6.2 show several examples of specializations all expressed
in Haskell.
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{- binary encoding -}

type Encode A = A — Bin
encode it FEncode 1
encodeq = M) =]
encode 4 . VA.Encode A— VB .Encode B— Encode (A+ B)
encodey encode s encodeg = s — case s of {inl a — 0: encode 4 a;
inr b — 1:encodep b}
encode x . VA.Encode A — VB .Encode B— Encode (A x B)
encodey encodey encodeg = A(a,b) — encodes a + encodep b
mapF g, code 2 VAB.EP A B — EP (Encode A) (Encode B)
mapF g, coqe M = ep{from =Ah — h-tom,to=Ah — h- from m}
{- equality -}
type Fqual A1 As = Ay — Ay — Bool
equaly  Fqual 11
equal, = A) () — true
equal . VAi As. Equal A1 As — VBy By . Equal B, By
— Equal (Al + Bl) (A2 + BQ)
equal, equal 4 equalp = As1 82 — case (s1, 52) of {(inl a1, inl ax) — equal 4 a1 a;
(inl a1, inr be) — false;
(inr by, inl ag) — false;
(inr by, inr by) — equaly by by}
equal 2 VAi As. Equal A1 A5 — VBy Bs . Equal By By
— Equal (A1 X Bl) (AQ X BQ)
equal . equal 4 equal g = A(a1, b1) (ag, b2) — equal 4 a1 az A equalp by by
mapEEqual o VAl Bl .EP A1 Bl — VAQ B2 .EP A2 BQ
— EP (Equal A1 As) (Equal By Bs)
Mapk gy M1 M2 = ep{from = Ah — Xay ag — h (to my a1) (to mg az),

to = Ah — Aby by — h (from my by) (from ma be)}

{- generic representation types -}

type Maybe® A = 1+ 4

from praype . VA. Maybe A — Maybe® A

from o1 mothing = inl ()

fromyygpe (Just a) = inra

t0 Maybe i VA. Maybe® A — Maybe A

t0 Maybe (111 () = nothing

t0 Maybe (INT @) = just a

CONY Maybe i VA.EP (Maybe A) (Maybe® A)

CONY Maybe = ep{from = from pioype, 10 = 0 praybe }

Figure 6.1: Specializing generic values in Haskell (part 1).



152 Generic Haskell

type List® A = 1+ Ax List A

fromp,. i VA.List A— List® A

from g [] = inl ()

fromp,. (a:as) = inr (a,as)

to List i VA.List® A — List A

torist (ind () = ]

torist (inr (a, as)) = a:as

CONY st . VA.FEP (List A) (List® A)

CONY List = ep{from = from,,, to = topist }
type GRose® F A = A X F (GRose F A)

Jrom ¢ rose 2 VF A.GRose F A— GRose® F A
fromapese (gbranch a ts) = (a,ts)

t0 GRose . VEF A.GRose® F A — GRose F A
t0 GRose (a, ts) = gbranch a ts

CONY GRose 2 VF A.EP (GRose F A) (GRose® F A)
CONY GRose = ep{from = fromcpyse, 10 = t0GRose }

{- specializing binary encoding -}

encode paybe . VA. Encode A — Encode (Maybe A)
encode paype encodes = to (MapE g, coqe CONV Maybe) (encode encoder encode )
encode st :: VA.Encode A — Encode (List A)

to (ma'pEEncode Con'UList) (

encode encode; (encodey encodes (encoder;si encodey)))
encode GRrose . VF.(VB.Encode B — Encode (F B))
— (VA . Encode A — Encode (GRose F A))

encode st encode 4

encode Grose encodep encode 5

= to (mapEEncode ConvGRose) (
encodey encodey (encodep (encodegrose encoder encode 4)))

{- specializing equality -}

equal praype i VA; As. Equal Ay As — Equal (Maybe Ay) (Maybe As)
equal prqype €qual 4 = to (mapk gg,q CONVMaybe CONV Maybe) (equaly equaly equal 4)
equal 1 ;o i VA As. Equal Ay As — FEqual (List Ay) (List Ag)
equal p,, equal 4 = to (mapk pg,q CONVList CONVList) (

equal . equal, (equal, equal 4 (equaly,,, equal,)))
equal ¢ pose i VFy Fy. (VBy By. Equal By By — Equal (Fy By) (Fy Bs))

— (VAl A2 . Equal A1 A2
— Equal (GRose F1 A1) (GRose Fy As))
equal gpose equalp equal 4
= to (mapE gguq CONVGRose CONVGRose) (
equal ,, equal 4 (equal g (equal op,s. €qualp equal 4)))

Figure 6.2: Specializing generic values in Haskell (part 2).
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6.1.3 Generating embedding-projection maps

We are in a peculiar situation: in order to specialize a generic value poly to some
data type B, we have to specialize another generic value, namely, mapFE to poly’s
type Poly. This works fine if Poly like Encode only involves primitive types. So
let us make this assumption for the moment. Here is a version of mapFE tailored
to Haskell’s set of primitive types:

mapE (T :: T) i MapE(Z) T T

mapE { Char) = idE

mapE (Int) = idFE

mapE{—) mA mB = ep{from = to mA — from mB,to = from mA — to mB}
mapE {(I0) mA = ep{from = fmap (from mA), to = fmap (to mA)}.

Note that in the last equation mapF falls back on an ‘ordinary’ mapping function.
In fact, we can alternatively define

mapE{I0) = UftE
where
LiftE 0 VF.(Functor F') = VA A°.EP A A° — EP (F A) (F A°)
liftE mA = ep{from = fmap (from mA), to = fmap (to mA)}.

Now, the Poly :: _POLY instance of mapFE is given by

mapk p,, :: MapE(_POLY) Poly Poly
mapk po,, mapE 4, ... mapE,, = mapE(Poly Ay ... Ag)o.
where p = (A; := mapl 4, ..., Ay = mapEAk) is an environment mapping type

variables to terms. We use an explicit environment (actually, for the first time)
in order to deal with polymorphic types. Recall that the specialization of generic
values as described in Section 3.1.3 does not work for polymorphic types. However,
we allow polymorphic types to occur in the type signature of a generic value. Now,
the extension of mapFE to arbitrary Haskell type terms is given by

mapE{C)e = mapE(C)

mapE (A) o = o(4)

mapE(T U)o = (mapE(T)e) (mapE (U)o)
mapE (VA ::x. Tho = mapE{T)o(A :=1idE)
mapE(VF :: x — . (Functor F) = T)o = mapE( >>Q(F = liftE).

Two remarks are in order.

Haskell has neither type abstractions nor an explicit recursion operator, so
these cases can be omitted from the definition.

Unfortunately, we cannot deal with polymorphic types in general. Consider,
for instance, the type Poly A =VF.F A — I A. There is no mapping function
that works uniformly for all F'. For that reason we have to restrict F' to instances
of Functor so that we can use the overloaded liftE function. For polymorphic
types where the type variable ranges over types of kind x things are simpler: since
the mapping function for a manifest type is always the identity, we can use idFE.

Now, what happens if Poly involves a user-defined data type, say B? In this
case we have to specialize mapF to B. It seems that we are trapped in a vicious
circle. To break the spell we have to implement mapFE for the B data type ‘by
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hand’. Fortunately mapFE is very well-behaved, so the code generation is relatively
straightforward. The embedding-projection map for the data type B :: B

dataB Ay ... Ay = ki Tyy ... Tomy |- | kn Tor oo Tom,

is given by
mapFE g :: MapE(B) B B
mapE g mapFE 4, ... mapFE ,
= ep{from = frompg,to = top}
where
fromp (kv m1 ... @1m,) = k1 (from (mapE{T11)0) 211) ... (from (mapE(Tim,)0) T1m,)

fr.'o.mB (kn Tn1 -+ Tpm,) = kn (from (mapE{Th1)0) Tn1) ... (from (mapE{Tnm,)0) Tnm,)
tog (k1 o1 « .. Tim,) = Kk (to (mapE{T11)0) 211) ... (to (mapE{Tim, )0) T1m,)

to5 (kn Tut -or Tam,) = kn (to (mapE{Tu1)0) Tu1) --. (to (mapE{Tom,)0) Tum,)

where ¢ = (Ay := mapE 4 ,..., Ay := mapE ). For example, for Encode and
Decodes we obtain

mapE g, code i VA A°.EP A A° — EP (Encode A) (Encode A°)
mapF g, coqe MOPE 4 mapE _, mapF 4 idE

MAaPE pecodes 0 VA A°.EP A A° — EP (Decodes A) (Decodes A°)
MapE pecoges MapE o = mapE_, idE (mapE ) mapkE , idE)

where mapFE ) is generated according to the scheme above:

mapE, . VA A°.EP A A° VB B°.EP B B° — EP (A, B) (A°, B°)
mapE y mapE 4, mapEp = ep{from = from,,to = to()}
where from (a,b) = (from mapFE 4 a,from mapE g b)
to, (a,b) (to mapFE 4 a,to mapE g b).

6.1.4 Encoding rank-n types

The translation described in Section 6.1.2 can be used as a source-to-source trans-
lation provided the types of the functions involved have a rank of 2 or below. In
this section we close the gap and show how to encode rank-n types using ‘wrapper’
data types with polymorphic fields. Note that polymorphic fields are an extension
to Haskell 98 implemented in GHC, HBC and Hugs. Now, the basic idea is very
simple: instead of passing a polymorphic value directly as an argument we pass a
‘box’ that contains the value as the single component.

Assume for the sake of example that only rank-0 or rank-1 type signatures are
admissible and consider specializing encode to GRose. In this case we have to pass
the first argument of encode grose as a boxed value. A suitable data type for this
purpose is

newtype Bozed,_.. F = boz,_{unbox,_,::VA.Fncode A— Encode (F A)}.

The instance encode grose then takes the following form

encode Grose = VF A.Bozxed,_, F — Encode A — Encode (GRose F A)
encode Grose encodep encode g

= to (mapF g, code CONVGRose) (
encodey encode g (unbor.— 4 encoder (encode grose encoder encodey)) ).
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Note that we have to unbox the boxed value encode before we can apply it.

Now, how can we introduce the wrapper data types Boxeds and the conversion
functions unboxs and boxz in a systematic way? It appears that this is most
easily accomplished by introducing a new constructor on the kind level: we use
@ ¥ to indicate that the corresponding instance must be boxed. At first, it may
seem bizarre that this information is introduced on the kind level. But recall
that the type of an instance is defined by induction on the structure of kinds,
that is, the kind of the type T determines the type of the instance poly(T).
For instance, if we specialize poly to GRose we assign poly{GRose) the type
Poly(E (x — %) — * — %) indicating that the first argument of poly{ GRose)
must be boxed.

Now, we extend the language of kind terms as follows.

T U e Rind = x kind of types
| Txu product kind
| T—-uU function kind
|

B boxed kind

Furthermore, we introduce two kinding rules that allow to introduce and to elim-
inate boxed kinds.
T:@%

(T-E-INTRO) ———— (T-E-ELIM)

T:@% T::%

Note that we do not introduce any constructors on the type level, so just think of
@ T and ¥ as two isomorphic kinds without the need to explicitly coerce to and
fro.

Turning to the specialization we have to extend the definition of Poly(—).

type Poly(x) Ty ... T, = PolyT, ... T,
type Poly(e@ %) T1 ... T, = DBozeds Ty ... T),
type Poly(A —-B) T ... T, = VA ... A,.Poly(A) Ay ... A,

— Poly(B) (Ty Ay) ... (T An)

newtype Bozeds Ty ... T, = boxz{unboxs:: Poly(Z) T ... T}

Note that Bozeds and Poly(%) are isomorphic type constructors. We can use
bors and unboxs to convert to and fro. Next, we have to extend the definition
of poly{—). Recall that poly{—) is defined by induction on the structure of the
kinding derivations (this is why we do not need coercions on the type level).

poly(T :: T)
poly(T :: @ T)

unbors (poly(T :: @ T))
boxs (poly(T :: T))

Using boxed kinds we can now easily tailor the code generation towards a par-
ticular target language. Assume, as before, that the target language only admits
rank-0 and rank-1 type signatures (but, of course, it must offer local universal
quantification in data types) and that we want to specialize poly{T :: ¥). In this
case we specialize poly{T :: wrap,; T) where wrap, is given by

wrap, D O0—0
wrapy (*) = *
wrap; (T — L)
| order(%) >1 = @ (wrap; ) — wrap, U

| otherwise = % — wrap,
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The function wrap, introduces boxed kinds for higher-order type arguments, for
example, wrap; ((x — %) — x — %) = @ (* — x) — * — +. Now, reconsider the
definition of encode grose and note the first argument, encoder, appears twice on
the right-hand side. Furthermore, note that only the first occurrence is unboxed.
The kinding derivation of GRose® F A ::% with F :: @ (x — ) and A :: x shows
why.

(1) F(x)A(F (GRose® F A))::x T-—-ELIM(2, 3)
(2) F(x)A:ux—x T-—-ELIM(4, 5)
(3) F F (GRose® F A) % T-—-ELIM(6, 7)
(4) F(x)ux— (x> %) T-CONST
(5) FAux T-VAR
(6) FFix—x% T-E-ELIM(8)
(7) b GRose® F A :: % T-—-ELIM(9, 10)
(8) FF:um@m(x— %) T-VAR
(9) F GRose® F ::% — % T-—-ELIM(11, 12)
(10) F A:ux T-VAR
(11) F GRose® ::@ (x — %) — (x — %) T-VAR
(12) FF:@(x— %) T-VAR

In line (6) we require F':: x — % but F has kind @ (x — %), so that we have to
invoke (T-E-ELIM). Consequently, we obtain

encode(F ::%x — x) = unbox,_, (encode(F :: @ (x — %)))

= unbor,_., encodep.

By contrast, in line (12) we require F :: @ (* — *). Since F' has exactly this kind,
we obtain encode(F :: @ (x — %)) = encodep.

Now, GHC, HBC and Hugs also offer rank-2 type signatures. In this case,
there is no need to box first-order kinded type arguments. The wrapper function
wrap, takes this into account:

wraps T O0—20O

wraps (x) = %

wrap, (T — )
| order(%) >2 = @ (wrap; ¥) — wrap, U
| otherwise = T — wrap, .

Note that the argument of ‘®’ is boxed using wrap, (not wrap,) since arguments
of value constructors may only have rank-1 type signatures.

6.2 Extensions

This section discusses two extensions that make generic definitions more useful in
practice.

6.2.1 Ad-hoc definitions

A generic function solves a problem in a uniform way for all types. Sometimes it
is, however, desirable to use a different approach for some data types. Consider,
for instance, the function encode instantiated to lists over some base type. To
encode the structure of an n-element list n + 1 bits are used. For large lists this
is clearly wasteful. A more space-efficient scheme stores the length of the list in a
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header followed by the encodings of the elements. We can specify this compression
scheme for lists using a so-called ad-hoc definition.

encode(List A) as = encodelnt (sizeList as) + encodeListBin (mapList (encode(A)) as).

Ad-hoc definitions specify exceptions to the general rule and may be given for all
predefined and for all user-defined data types. Note that this ability is absolutely
crucial to support abstract data types. For example, a set may be represented as
a balanced tree in more than one way, and equality must take account of this fact.
Simply using a generic equality function would take equality of representations,
which is simply wrong in this case.

In general, generic definitions can be handled very much like class- and in-
stance declarations. The type signature of a generic definition together with the
equations for ‘1’, ‘+’, and ‘x’ plays the role of a class definition. Ad-hoc defi-
nitions are akin to instance declarations. This suggests, for instance, that in a
concrete implementation ad-hoc definitions should be allowed to be spread over
several modules. This is vital, because a data type might not even be defined in
the scope where the generic value is declared.

6.2.2 Constructor names and record labels

Generic definitions are defined by induction on the structure of types. Annoyingly,
this is not quite enough. Consider, for example, the method showsPrec of the
standard Haskell class Show. To be able to give a generic definition for showsPrec,
the names of the constructors, and their fixities, must be made accessible.

To this end we provide an additional type pattern, of the form ¢ of A where ¢
is a value variable of type ConDescr and A is a type variable. The type ConDescr
is a new primitive type that comprises all constructor names. To manipulate
constructor names the following operations among others can be used — for an
exhaustive list see

data ConDescr -- abstract
data Fizity Nofiz | Infix Int | Infizl Int | Infizr Int
conName ;2 ConDescr — String -- primitive
conArity = ConDescr — Int -- primitive
conFixity :: ConDescr — Fixity -- primitive

Using conName and conArity we can implement a simple variant of the showsPrec
function — for a full-fledged version see . The generic function
showPrec(T) d t takes a precedence level d (a value from 0 to 10), a value ¢
of type T and returns a String.

showPrec(T :: x) = Int — T — String
showPrec(Char) showChar ¢
showPrec(Int) d = showlnt i
showPrec{A + B> d (inl @) = showPrec(A) d a
showPrec(A + B) d (inr b) showPrec(B) d b
showPrec{c of A) d a

| conArity ¢ == 0 = conName c

| otherwise = showParen (d > 10) (conName ¢ + "," H showPrec(A) 10 a)

showPrec(A x B) d (a,b) = showPrec(A) d a+ "," H showPrec(B) db

The third and the fourth equation discard the binary constructors inl and inr.
They are not required since the constructor names are accessible via the type
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type B° 4; ...

pattern ¢ of A. If the constructor is nullary, its string representation is emitted.
Otherwise, the constructor name is printed followed by a space followed by the
representation of its arguments. If the precedence level is 10, the output is addi-
tionally parenthesized. The last equation applies if a constructor has more than
one component. In this case the components are separated by a space.

It should be noted that constructor names appear only on the type level; they
have no counterpart on the value level as value constructors are encoded using nl
and inr. If a generic definition does not include a case for the type pattern ¢ of A,
then we tacitly assume that poly(c of A) = poly(A). Now, why does the type
¢ of A incorporate information about ¢? One might suspect that it is sufficient
to supply this information on the value level. Doing so would work for show, but
would fail for read:

read (T :: x) i String — [(T, String)]

read(cof Ay s = [(z,s3)] (81, 82) < lex s, 8 == conName c,
(z,83) — read(A) sq].

The important point is that read produces (not consumes) the value, and yet it
requires access to the constructor name.

Haskell allows the programmer to assign labels to the components of a construc-
tor, and these, too, are needed by read and show. For the purpose of presentation,
however, we choose to ignore field names. In fact, they can be handled completely
analogously to constructor names, see

It remains to extend the definition of generic representation types to include
c of A patterns: for

dataBAl...Am = kl T11~-~T1m1|"'|knTnl---Tnmn

we generate:

Ay = X (desery, of (IL Ty ... Timy)) -+ (desery, of (I1 Ty ... Thm,))

where descry,, ..., descry, are elements of type ConDescr. In fact, for each
constructor in a data type declaration, we produce a value of type ConDescr that
gives information about the constructor:

data ConDescr = ConDescr{conName :: String,
conArity :: Int,
conFigity :: Fizity }.

As an example, for the List data type we generate:

descrp, descreons  » ConDescr
descr ConDescr "Nil" 0 Nofix
descr cons ConDescr "Cons" 2 Nofix.

Let us conclude the section by giving a further example of a generic definition
that uses ¢ of A patterns. The generic function layn(T) off ¢ displays the value ¢
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of type T in a tree-like fashion.

layn(T > i Int — T — String

fayn 1) off =

layn{Int) off i = line off (showlnt i)

layn(A+ B) off (inl a) = layn(A) off a

layn{A + B) off (inr b) = layn(B) off b

layn{c of A) off a = line off (conName c) + layn{A) (off +2) a
layn(A x B) off (a,b) = layn(A) off a + "\n" H layn(B) off b

line = Int — String — String

line off s = replicate off >’ H s+ "\n"

A constructed value of the form % #;

Uy . -

The constructor name k is printed on a separate line using an offset of off spaces;
its components i1, ..., t, are recursively displayed using an offset of off + 2 spaces.

. t, is displayed as follows.

.. |_||_|k
.. |_|\_n_n_|t1
E I [ I Y R

. I_ll_H_H_ItTL
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Summary

A generic program is one that the programmer writes once, but which works over
many different data types. A generic proof is one that the programmer shows
once, but which holds for many different data types. This thesis describes a novel
approach to functional generic programming and reasoning that is both simpler
and more general than previous approaches.

Examples of generic functions are parsing, pretty printing, taking equality,
mapping functions, reductions, and so on. We introduce two forms of generic
definitions. Definitions of the first form are restricted to type indices of one fixed
kind and proceed by induction on the structure of types. Definitions of the second
form are more general as they allow the programmer to define values that are
indexed by types of arbitrary kinds. It turns out that these type-indexed values
possess kind-indexed types, that is, types that are defined by induction on the
structure of kinds. Interestingly, to define a kind-indexed type it suffices to specify
the image of the base kind; likewise, to define a type-indexed value it suffices
to specify the images of type constants. The remaining cases are taken care of
automatically, which is one of the strengths of generic programming.

The key idea of our approach is model types by terms of the simply typed
lambda calculus augmented by a family of fixed point combinators. The special-
ization of a generic value can be seen as an interpretation of the simply typed
lambda calculus.

For each of the two forms of generic definitions we provide a corresponding
proof principle. The first method is a variant of fixed point induction. It can
also be used constructively to derive a generic program from its specification. The
second method is based on logical relations, one of the main tools for studying
typed lambda calculi. To prove a generic property it suffices to prove the assertion
for type constants. Again, everything else is taken care of automatically.

We present a multitude of examples of generic values and associated generic
proofs. Among other things, we apply the framework to implement dictionaries
and memo tables in a generic way. These case studies are particularly interesting in
that they make essential use of type-indexed types, that is, types that are defined
by induction on the structure of types.

Finally, we show how to extend the functional programming language Haskell 98
by generic definitions. The implementation of this extension is discussed in detail.
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