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Imprecise probability is concerned with uncertainty about which probability distributions to use. It has
applications in robust statistics and machine learning.

We look at programming language models for imprecise probability. Our desiderata are that we would like
our model to support all kinds of composition, categorical and monoidal; in other words, guided by dataflow
diagrams. Another equivalent perspective is that we would like a model of synthetic probability in the sense
of Markov categories.

Imprecise probability can be modelled in various ways, with the leading monad-based approach using
convex sets of probability distributions. This model is not fully compositional because the monad involved is
not commutative, meaning it does not have a proper monoidal structure. In this work, we provide a new fully
compositional account. The key idea is to name the non-deterministic choices. To manage the renamings and
disjointness of names, we use graded monads. We show that the resulting compositional model is maximal
and relate it with the earlier monadic approach, proving that we obtain tighter bounds on the uncertainty.
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1 Overview

This paper is about using programming language notations to give compositional descriptions
of imprecise probability. For illustration, consider a situation with three outcomes: red (r), green
(9) and blue (b). A precise probability distribution can be understood as a point in the triangle:
the corner (r) represents 100% certainty of red; a point such as p on the edge between g and b
represents the probability distribution where r is impossible (Figure 1a).

An imprecise probability on three outcomes is a convex region of the triangle (Figure 1b-1d).
One interpretation is that if a probability distribution describes a bet, as in the foundations of
Bayesianism, then a convex region is a collection of bets that would be reasonable given the
current imprecise knowledge. Imprecise probability has a long history in statistical robustness
(e.g. [50, 119]), economics (e.g. [5, 12, 13, 22, 94, 118]), and engineering (e.g. [10, 38, 72, 117]).
In machine learning, there has been a recent integration of imprecise probability in Bayesian
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Fig. 1. (a) Five probabilities over the three-point set {r, g, b} illustrated as points in the triangle: the three
extreme points are the corners; p is the equal odds chance between b and g; q is the equal odds chance
between all three points. (b) A line indicating a convex region between r and p, which includes q. (c) A convex

region which is the convex hull of four points, including r, p and also the equal odds chance between r and b
and between r and g. (d) A different convex region, considered in [119, Ex. 7.3].

learning (e.g. [19]), reinforcement learning (e.g. [93, 121]), conformal prediction (e.g. [57, 110]),
infrabayesianism (e.g. [6, 7, 70]), and the foundations of safe AI [31, 32].

There is already a body of work on semantics models of programming languages with imprecise
probability [3, 45-47, 52, 62, 63, 85-89, 96, 115, 116]; we discuss this further in §7. Our contribution
is to investigate new models that support our compositional desiderata (§1.1) by naming the non-
deterministic choices (§1.2), and to investigate syntax for this graded programming language to
streamline equational reasoning. We show that this gives tighter uncertainty bounds than earlier
work (Theorem 5.6) and that it is a maximal approach (Theorem 6.2).

1.1 Desiderata: A Language for Imprecise Probability with Compositional Reasoning
To focus on the essence of imprecise probability, we look here at a minimal language, that is, a first-
order functional language without first-class functions or recursion. Rather, we have if-then-else
statements, sequencing with immutable variable assignment (like [77, 91]), and the following two
commands, which both return a boolean value:

o bernoulli: a fair Bernoulli choice [14] which draws a ball from some urn containing two
balls labelled ‘true’ and ‘false’ and replaces it;

o knight: a Knightian choice [65] which draws a ball from a fresh urn containing balls labelled
‘true’ and ‘false’, where the number and ratio of balls are unknown and we have no priors
on their distribution, except to know that the urn is not empty. (These ‘Knightian urns’ are
fresh each time, so they can each be used only once. That is, we are not interested in using
multiple draws and frequencies to predict their contents.)

For example, consider the following two programs.

Example 1.1. The following program, we argue, describes the convex region in Figure 1b:

x « knight ; z < bernoulli ;
if z then (if x then r else g)
else (if x then r else b)

We draw two boolean values, x and z, respectively with Knightian uncertainty and from a fair
Bernoulli trial. We then combine these two boolean values using the logic on the second and third
lines of the program.

Example 1.2. The following program describes the convex region in Figure 1c:

x « knight ; y <« knight ; z « bernoulli ;
if z then (if x then r else g)
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else (if y then r else b)

This time, we draw three boolean values, x, y and z, where y is with Knightian uncertainty too.
We then combine these three boolean values using the logic on the second and third lines of the
program, which is almost the same except for the use of y when z is false. Decoupling the Knightian
uncertainties increases the region of imprecise probability because it allows new outcomes (such
as an equal chance between r and b when x is guaranteed true and y is guaranteed false) that were
impossible in Example 1.1.

Our desiderata for a compositional account of a first-order language are the following. We
are inspired by recent compositional accounts of probability theory (e.g. [40, 53, 69]), statistics
(e.g. [18, 35, 56]), and probabilistic programming (e.g. [28, 58, 106]), and the connections between
them (e.g. [109]). These desiderata are formalized in §2.

DESIDERATUM 1. The language should be commutative:

Xe—t; ye—u;v = yeu,; xet;v (ifxisnotfreeinu andy notfreeint)
and affine:

(xe—t; uw) = u (if x is not free inu).

This means we can regard composition graphically, as a data flow graph. For instance, the
notation

is not ambiguous. Desideratum 1 is also considered a fundamental aspect of the abstract axiomatiza-
tion of probability [66] with commutativity amounting to Fubini’s theorem in the measure-theoretic
setting [69].

Although this requirement does not hold generally in the presence of memory side effects
and mutable variables, we do not have mutable variables here, and it is desirable in a declarative
language. For example, we would like to notate the program from Example 1.1 as

bernoulli

DESIDERATUM 2. The standard equational reasoning about if-then-else should apply, and in partic-
ular, the following ‘hoisting’ equation should be allowed:

if bthen (x «— t; u) else (x —t; v) = x<« t; if bthen uelse v

where x is not free in b.
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x < knight; z < bernoulli ;
if z then (if x then r else g) else (if x then r else b)
= —— Desideratum 1 (commutativity)
z < bernoulli ; x < knight;
if z then (if x then r else g) else (if x then r else b)
= —— Desideratum 2
z < bernoulli ; if z then (x < knight; if x then r else g)
else (x « knight; if x then r else b)
= —— Alpha renaming
z < bernoulli ; if z then (x < knight; if x then r else g)
else (y « knight; if ythen r else b)
= —- Desideratum 1 ( affine )
z < bernoulli ; if z then (x « knight; y < knight; if x then r else g)
else (x « knight; y <« knight; if y then r else b)
= —— Desideratum 2
z < bernoulli ; x < knight; y < knight;
if z then (if x then r else g) else (if y then r else b)
= —— Desideratum 1 (commutativity)
x < knight; y < knight; z < bernoulli ;
if z then (if x then r else g) else (if y then r else b)

Fig. 2. An equational derivation that Examples 1.1 and 1.2 must be equal if Desiderata 1 and 2 are satisfied.

This hoisting equation follows from the standard beta and eta laws for if-then-else statements,
which are the basic building blocks for equational reasoning. In models of effects following Moggi’s
monadic approach [90, 91], this property follows from the base category being distributive, which
has long been argued as desirable (e.g. [24]) and thus assumed in all systems following this approach
(e.g. [27, 106]). Nevertheless, we briefly discuss the consequences of dropping Desideratum 2 in
§6.1.

One earlier approach to a semantic study of a language like this is provided by a convex powerset
of distributions monad (e.g. [15, 16, 47, 52, 63, 87, 88]). This does not satisfy the desiderata for
compositional reasoning. In fact, no semantic model satisfying the desiderata can allow Examples 1.1
and 1.2 to be distinguished, as we show in Figure 2. The key issue is with the third program in
Figure 2:

z « bernoulli ; if z then (x « knight ; if x then r else g)
else (x « knight ; if x then r else b)

This program draws a boolean value with Knightian uncertainty on each of the branches of the
if statement. The paradox arises in whether each choice comes from a different urn or the same
urn. Perhaps there is one Knightian draw that is used in both branches. Or perhaps we draw a
boolean value from a new Knightian urn on the second branch. Our proposed solution is to make
this distinction explicit.

1.2 Resolution: Named Knightian Choices

To satisfy both desiderata, our proposal is to name each Knightian choice (§4). To do this, we
rewrite Example 1.1 by annotating the only Knightian choice with the name a;:

x « knight(a;) ; z « bernoulli ;
if z then (if x then r else g¢)
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else (if x then r else b)

We think of this program as giving rise to the convex set in Figure 1b. Now when we try to follow
the same equational derivation as in Figure 2, the third program becomes:

z <« bernoulli ; if z then (x < knight(a;) ; if x then r else g)
else (x < knight(a;) ; if x then r else b)

This program is equivalent even if we were to alpha rename x to y on the second branch because
they use the same Knightian choice, i.e. one with the same name.

z <« bernoulli ; if z then (x < knight(a;) ; if x then r else g) (1)
else (y <« knight(a;) ; if y then r else b)

However, it is different from the program where y describes a different Knightian choice, i.e. one
with a different name:

z « bernoulli ; if z then (x < knight(a;) ; if x then r else g) @
else (y « knight(ay) ; if y then r else b)

From this program, we can continue the derivation as in Figure 2, using affinity and Desideratum 1
to get:

x < knight(a;) ; y < knight(a;) ; z < bernoulli ;
if z then (if x then r else ¢)
else (if y then r else b)

which is intuitively what Example 1.2 describes, and gives rise to the convex set in Figure 1c. Hence,
by explicitly labelling the Knightian choices, we have carved out a distinction between Examples 1.1
and 1.2.

The idea of naming non-deterministic choices appears in work outside probability (e.g. proved
transitions [17]) and probabilistic choices are often named in practical probabilistic program-
ming [114, §6.2] which has already been explored using graded monads [78]. More generally,
intensionality in non-determinism is known to be a profitable perspective (e.g. [21, 74]).

1.2.1  Named Knightian Choices via a Reader Monad. The set-up with named Knightian choices is
consistent with Desiderata 1 and 2, which we can show by building a monad (e.g. [91]), namely the
reader transformer (e.g. [80]) of the finite distributions monad (e.g. [55, Ch. 2]):

Tya(X) = [2* = D(X)] 3)

where X is the set of outcomes, A is the set of names required, and D is the finite distributions
monad. Then the Knightian choices are interpreted by reading, and the Bernoulli choices use the
distributions monad. This combined monad is well known to be commutative and affine. Thus both
desiderata are satisfied.

We can recover a convex set of probability distributions from any ¢ € T,4(X) by pushing forward
all the possible probability distributions on 24. Formally, we can express this using the monadic
bind (»=p, Kleisli composition) of D:

[t]24 = {p »p t | p € D(2*)} € D(X).
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1.2.2  Grading to Account for Renamings. A remaining concern with named Knightian choices is
that we ought to take seriously name-space issues in composition. When composing programs with
named Knightian choices, we must account for name clashes. This depends on how we interpret
the set A in (3).

We resolve this issue by regarding the monad (3) as a graded monad [60, 61, 92]. This is closely
related to the ‘para’ construction (e.g. [39, 48]). The grading is crucial for defining the composition
of programs, with the main steps being:

e Any injection 1 : A — B induces a renaming of programs using names A to programs using
names B, and indeed a natural map T,: : T,a(X) — Tps(X);

e We can regard the monadic bind (Kleisli composition) in T as operating on disjoint sets of
names:

»ar i Ta(X) X (X = Ths(Y)) — Taus(Y)

Thus a computation using names A is sequenced with a computation using names B to build
a computation that involves names A ¥ B.

e This monad is graded-monoidal too, via a map

Toa (X) X TZB(Y) — Tyaus (X X Y)

which juxtaposes computations using names A and B to give a computation using A & B.
e The induced convex set of distributions is invariant under renaming: [[t],a = [Tz (£)],5.

The key element is that the injective renaming : induces a surjection 2' : 28 — 24 between the
spaces of Knightian choices. We abstract and generalize by allowing arbitrary surjections 28 — 24,
further by allowing sets other than 24, and further still by allowing surjective stochastic maps
rather than surjections. Then quotienting via these regradings leads to the canonical connection of
the monad with convex sets of distributions (Proposition 5.5).

In the rest of the paper, we start from the setting of Markov categories (§2) rather than monads,
since they are a minimal framework suited to our minimal language. We make the connection with
monads in §3, introducing the formalism for named choices in §4.

As an aside, we note that probability monads too can often be regarded as sort-of reader monads
(e.g. [11, 28,34, 103, 104, 111, 113]), since probability distributions D(X) can be described by random
variables Q — X, for some base probability sample space Q. Thus we could regard our monad
T(X) as a quotient of

[(QA%XE) = X]
where Q is a sample space for Bernoulli probability and & = 2 is a sample space for Knightian
uncertainty. In this work, we will quotient by the ‘law’ of random variables in Q, so that the usual
equational reasoning about Bernoulli probability is valid.

1.2.3  An Algebraic Perspective. There is a large literature on combining probability with non-
determinism, some of which takes the perspective of algebraic theories. In the context of algebraic
effects, the commands bernoulli and knight are generic effects [99] for probabilistic and Knightian
choice, with which we can define two binary operators:

f . . f . .
(t +o5 1) «Tif bernoulli then t else u (touw) e if knight then t else u

We provide a more detailed discussion of this perspective in §7.2 and §7.3. In brief, Desideratum 1
states that these operators commute with each other (12) and are idempotent (13). Desideratum 2
is always assumed in algebraic effects as a consequence of the algebraicity property. Symmetry of
the operators is also desirable but is incompatible with the desiderata (17). Our graded approach
to Knightian choice (§1.2.2) connects to graded algebraic theories [73, §3.1] which amounts to
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naming the non-deterministic binary operators and allows for symmetry of the operators up to
regrading (22).

1.3 Results about Quotienting our Theory

The names for the Knightian choices in our language appear to be additional intensional information,
and the reader monad does not quotient this away. For this reason, we show two results about
the equational theory. First, we connect our approach to the convex powerset of distributions
monad, showing that our bounds are tighter. Second, we show it is maximal — no further quotient
is possible.

Theorem 5.6 (§5): Improved bounds on uncertainty. In our resulting language, every closed term
describes a convex set of distributions. We thus establish a connection to the non-compositional
approach that uses the convex powerset of distributions monad (e.g. [15, 16, 47, 52, 63, 87, 88]). We
have an ‘op-lax’ functor

R : ImP — KI(CP).

from our locally graded category ImP (§4.3) to the Kleisli category of the convex powerset of
distributions monad CP. Being an op-lax functor means that

R(g e f) € R(g) o R(f),

i.e. composition in our category gives a tighter bound on the Knightian uncertainty than composition
using the Kleisli category of the CP monad (see also the Example in §5.4).

Note that this could not be a proper functor because we would then have a quotient theory
in violation of the maximality theorem (Theorem 6.2). But an op-lax functor is beneficial as an
interpretation of giving a tighter bound.

Theorem 6.2 (§6): Maximality. Our language also gives rise to a compositional theory of equality.
We prove our equational theory is maximal in that we can add no further equations on open
terms without equating different convex sets of distributions or compromising the compositional
structure.

2 Markov Categories and Programming Language Syntax

Markov categories have been proposed as a synthetic foundation of probability [40], but they also
form a basic framework for equational reasoning about probabilistic programming (e.g. [2, 109]). As
we show, distributive Markov categories precisely capture our Desiderata (§1.1). Markov categories
are connected to monad-based approaches too, as we discuss in §3.

We begin by recalling notions of Markov categories and how we may interpret programming
language syntax in them (§2.1), and then generalize them to the locally graded setting (§2.2).

Definition 2.1. A monoidal category is a category C equipped with a functor ® : C X C — C and
an object I together with associativity and unitor isomorphisms (e.g. (X®Y)®Z = X®(Y®Z)) that
satisfy coherence conditions (e.g. [81]). It is strict if the isomorphisms are equalities. A symmetric
monoidal category is moreover equipped with isomorphisms oxy : X ® Y = Y ® X that satisfy
oyx = a)_(’ly and additional coherence conditions.

A semicartesian category is a symmetric monoidal category in which the monoidal unit is a
terminal object. That is, there is exactly one morphism X — I for all X.

A semicartesian category has projections X ® Y — X ® I = X, but it is weaker than a full
categorical product because there need not be a natural diagonal X — X ® X.
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54:8 Jack Liell-Cock and Sam Staton

2.1 Markov Categories

Definition 2.2. [40] A Markov category is a semicartesian category such that every object is
equipped with a commutative comonoid structure, that is, a map copyy : X — X ® X that is
symmetric and associative and has the terminal map X — I as a unit.

(copyy o f = (f ® f) o copyx).

A distributive Markov category [2] is a Markov category that has coproducts such that the
canonical maps X ® Z+Y ® Z — (X +Y) ® Z are isomorphisms and the coproduct injections
X — X +Y « Y are deterministic.

A typical example of a distributive Markov category is the category FinStoch of stochastic
matrices (Definition 4.2).

An ordinary distributive category [20, 24] is a distributive Markov category in which every
morphism is deterministic. A typical example is the category FinSet of finite sets.

Programming syntax. We can use programming language syntax for composition in a distributive
Markov category (see also e.g. [109]). The objects of the category are regarded as types, with Bool
regarded as the object 1+ 1. If I' = (x1 : A;) ® - - - ® (xp, : A,) then a morphism ¢ : I' — B is regarded
asatermI' -t : B. We notate

(t,u) for rrer5Aes (4)
X<«—t;u for Fﬂf@FEF@A&B (5)
if ¢ then u else v for Fﬂf@Fﬂ(l+l)®FeF+Fﬂ>B (6)

In this way, given interpretations of bernoulli and knight as morphisms 1 — Bool, we can
interpret the programs from Examples 1.1 and 1.2.

2.2 Graded Markov Categories

Definition 2.3. Let G be a semicartesian category. A graded distributive Markov category C is
given by

e a distributive Markov category Cj, but moreover,

e for each pair of objects and each grade y € G a set C,(X,Y) of morphisms, agreeing with C;

wheny =1I;

e for each morphism f : ¢ — y in G, a function f* : C,(X,Y) — C.(X,Y), ‘regrading’;

e a family of maps o : C, (X, Y) X C.(Y, Z) — Cyec(X, 2), ‘composition’;

e a family of maps ® : C (X, X’") X C.(Y,Y’) — Cy(X ® ¥, X’ ® Y’), ‘monoidal product’
all such that composition is natural (regrading followed by composition is equal to composition
followed by regrading) and associative up to the associativity of G (see e.g. [120, §1.2], [76], [44,
App. B]), monoidal product of morphisms is also natural and associative and unital up-to the
associativity and unit structure of G, the monoidal interchange law holds up to grade symmetry,
and the induced function

C,(X+Y,Z) > Cy(X,Z) xCy(Y,2) 7)
is a bijection (e.g. [120, p. 35] for the dual product case).

To illustrate what we mean by “up to” regrading in this definition in more detail, for instance,
the interchange law says that

((h1o0g1) ® (hy092)) = f*((hy ® hz) 0 (91 ® g2))
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where g; € Cy,(X;,Y;), hi € C (Y, Zy), and f: (y1 ® 1) ® (Y2 ® &2) = (y1 ® y2) ® (&1 ® &) is the
coherence isomorphism in G.

The reader familiar with enriched category theory may see Proposition 3.5 for a brief equivalent
definition.

See Proposition 4.3 for our example of a graded Markov category. We note that since G is
semicartesian, there are canonical projections y ® ¢ — y, and so we can regard any morphism at
grade y as a morphism at grade y ® ¢.

2.3 Graded Programming Syntax

We propose to use programming language syntax for composition in a graded distributive Markov
category, as in a distributive Markov category. Our syntax and interpretation are similar to other
languages for grades and effect systems (e.g. [82, §2.3]). The objects of the category are again
regarded as types with Bool and contexts I' interpreted as before. Then a morphism at grade y,
e.g. t € C,(T,B), is regarded as a term at grade y, written T’  t : B & y. We can build a simple
internal language for the graded category using typing rules such as the following:

F'ru:A&y I'x:Art:B&e

I''x:Arx:A&I 'tx < u; t:B&yQ®c¢

'rt:A&y I'-b:Bool &y F'ru:A&e F'rt:A&e
— fieoy

Treplt]:A&e I'+if bthen uelse t:A&y®e

The notation cy[¢] is a regrading or coercion, corresponding to the functorial action on hom-sets
f*:Cy(I,A) = C.(T, A) in the graded Markov category.

There are also typing rules for product types and sums more generally, but since we won’t
need them in examples, we omit them here. We do use a three-element type in the illustrations,
Three = 1 + 1 + 1, with constructors

I'rr:Three& I I'tg: Three& I I'+b: Three & I

For the language of imprecise probability with named Knightian choices, we suppose that there
is a grade @ € G that represents the grading by a single name a. We then consider the following
commands:

T + bernoulli : Bool & I T + knight(a) : Bool & @
These will be interpreted via specific morphisms in C;(I, Bool) and C;(I, Bool) respectively.
2.3.1 Example and Regrading by Coherence Isomorphisms. We then have the following derivable
type, for a program from §1.2:
I'+x « knight(a;) ; y < knight(a;) ; z < bernoulli ;
if z then (if x then r else g) else (if y then r else b) : Three & (a1 ® a2 @ IR I ®I)

We can regrade to a; ® a, via the coherence isomorphism (@} ® @;) = (a1 ® @ ® [® I ®I) in G.

In some situations, G can be chosen so that these coherence isomorphisms are identity maps

so this trivial regrading can be omitted. For example, in many situations in the literature, G is a
partially ordered monoid. In §4.2 we suggest choices for G that avoid coherence regradings.

2.3.2 Equational Reasoning. We have the following equational reasoning principles. The first is
associativity of composition, familiar from the monadic metalanguage [90, 91]. The second and
third are commutativity and affine laws (Desiderata 1), and finally the hoisting law (Desiderata 2).
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Since we write T F ¢ : A & y’ for a morphism ¢ € C,(I',A), we also write Trt=u:A&y to
indicate that the morphisms t and u are equal.

ProPOSITION 2.4. In any graded distributive Markov category, the following equational reasoning
principles are valid:

(1) (Associativity)
If F'rt:A&y I'x:Aru:B&e Iy:Bro:C&(
then Thrx «— t; ye—u; v = cpulye— (x—1t; u); v:C&y®(e®()
wherea : (y®¢€) ® { — y ® (e ® () is the associativity coherence isomorphism in G.
(2) (Commutativity)
If F'rt:A&y F'ru:B&e Ix:Ay:Bru:C&/¢
then Trcg[x « t; vy « u; v
= Cool)oaly «— U; x — t; V][:C&(y®e)®(
where o : y ® ¢ = € Qy is the symmetry of the monoidal structure in G.
(3) (Weakening)
If Trt:A&y Tru:B&e
then THFx «— t; u = cpfu]l :B&y®e
wherex ¢ ', and m; : y ® ¢ — ¢ is the canonical projection map from the semicartesian structure
of G.
(4) (Hoisting)
If I'+b:Bool &y F'rt:A&e Ix:Aru:B&¢( Ix:Aro:B&{
then T rcy[if bthen x « t; uelse x « t; v]
= Clool)oaX < t; if bthen uelse v :B& (y®¢) ®(

Proor NOTE. By expanding the definitions of the syntactic notation in terms of composition in
graded distributive Markov categories. O

When the coherence isomorphisms c are identity morphisms, the regradings can be omitted.
We give candidates for G that allow for this simplification in §4.2. The weakening regrading (i2)
is also typically obvious and so we sometimes elide it. We leave a practical coercion inference
algorithm to future work.

Figure 3 illustrates a program equational derivation in this setting, which is similar to the one in
Figure 2, but now formally grounded.

These are not the only laws: there are also equational laws such as reflexivity, symmetry, tran-
sitivity, congruence, unit laws for the sequencing construction, and beta and eta laws for sum
and product types. As we will see in §3, graded Markov categories can be understood in terms of
enriched monads, and so we have the full power of an enriched version of the monadic metalan-
guage [90, 91]. There are no nuances involved in specifying the other laws, beyond the regrading
coercions, so for the sake of brevity, we do not write them all out here.

3 Relating Graded Markov Categories and Graded Monads

In §2, we looked at categorical probability and probabilistic programming from the point of view
of Markov categories. Monads provide a different view on this. Because this angle will be more
familiar to some in the community, we now recall graded and relative monads (§3.1), illustrate their
correspondence with Markov categories (Propositions 3.2-3.3), and relate them to notions from
enriched category theory (§3.2). For brevity, in this section we focus on definitions and in the next
section (§4) we focus on examples, rather than interleaving them.
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z < bernoulli ; if z then (x < knight(a;) ; if x then r else g)
else (x « knight(az) ; if x then r else b)

= —— Alpha renaming
z < bernoulli ; if z then (x < knight(a;) ; if x then r else g)
else (y « knight(az) ; if y then r else b)

= —— Weakening
z < bernoulli ; if z then (x < knight(a;) ; y < knight(az) ; if x then r else g)
else (x « knight(a;) ; y « knight(az) ; if y then r else b)
= —— Hoisting

z < bernoulli ; x « knight(a;) ; y < knight(a2) ;

if z then (if x then r else g) else (if y then r else b)
= —— Commutativity

x « knight(a;) ; y < knight(az) ; z < bernoulli ;

if z then (if x then r else g) else (if y then r else b)

Fig. 3. A formal equational derivation of two programs with named Knightian choices from §1.2 using the
principles of Proposition 2.4.

3.1 Monads and Graded Relative Affine Monads

It is well-established that notions of computation can be modelled by monads [91], including
probabilistic and non-deterministic computation (already in [59, 90]). In this section, we recall the
flavours of monads relevant to this work.

The emerging view is that commutative affine monads form abstract accounts of probability
and non-determinism (e.g. [28, 53, 55, 69]). Meanwhile, relative monads restrict the domain of
first-order computation (e.g. [9]), and graded monads classify the side-effects associated with a
program (e.g. [61, 92]). We present these concepts in the Kleisli triple setting because this is more
conducive to their use in programming languages.

Definition 3.1. A strong monad [68, 91] over a cartesian closed category C is for each X € C an
object T(X) € C and a morphism

nx : 1c = [X, T(X)],

and a family of morphisms (the Kleisli extensions)
(=) [X. T(V)] - [T(X), T(Y)]

in C such that for generalised elements f and g of [X, T(Y)] and [Y, T(Z)], the following equations
hold:

[ronx=f,

(nx)" = idr(x), ®)
g ofi=(gof).

Recall that this induces a functor T: C — C with action (ny o —)* : [X, Y] — [T(X), T(Y)], writ-
ing o for the internal composition in a cartesian closed category; in fact, T is a C-enriched func-

tor because the action is on the internal homs. This action moreover induces a left-strength
s:XXT(Y) > T(XXY)by

XXT(Y) > [Y,XXY]|XT(Y) > [T(Y), T(XXY)]| XT(Y) > T(XXY),

where the first and last arrows use the unit and the counit of the closed structure, respectively.
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The strong monad is commutative if the following diagram commutes, where § is the induced
right-strength from the symmetry of the cartesian product.

T(X) x T(Y)
T(X x T(Y)) T(T(X) X Y)

T(XXY)

The strong monad is affine (e.g. [51, 67]) if the unique map T(1) — 1 is an isomorphism. A typical
example is where C = Set and T = D is the finite probability distribution monad (e.g. [55]).

Let J be a category with finite products and consider a finite product preserving functor
J 9 — C. A relative strong monad [4, 112] T on J is for each X € J an object T(X) € Cand a
morphism

nx : 1c = [J(X), T(X)],

and a family of Kleisli extensions
(=) [J&X), T(M)] = [T(X), T(Y)]
in C such that (8) holds for f and g generalised elements of [J(X),T(Y)] and [J(Y),T(2)]. A
typical example is C = Set, and J = FinSet, with J the evident embedding, and T = D].
Let (G, ®,I) be a monoidal category. A graded strong monad (e.g. [61]) is for each X € C a functor
T(-y(X) : G°? — C and a morphism
nx + 1c = [X, TI(X)],
and a family of Kleisli extensions
(_);,g : [X’ TS(Y)] - [TY(X)5 Ty®€(Y)]
in C, natural in y and ¢, such that for f and g generalised elements of [X, T, (Y)] and [Y, T.(Z)],
the following equations hold:
(Hiyenx =Tau(Y) o f,
(UX)Z[ = Tp(X)s (9)
@Diaye © Ol = Tal(Z) 0 (910 0 iy 00

where 1 : I®Qy = y,p:e®I » g, anda: ((®y) ®e — { ® (y ®¢) are the left unitor, right unitor,
and associator of G, respectively.

A graded relative strong monad T on ] is for each X € J a functor T_)(X) : G°* — Cand a
morphism

nx : 1c = [J(X), Ti(X)],
and a family of Kleisli extensions
(e : T, Te(N)] = [T, (X), Tyge (Y)]

in C, natural in y and ¢, such that (9) holds for f and g generalised elements of [J(X), T,(Y)] and
[J(Y), T:(Z)]. The functoriality of T, and graded left-strength s, : X X T, (Y) — T, (X X Y) are
similarly induced by the action T,-1(Y) o (gy o —);I 0 [X,Y] = [T,(X), T, (Y)]. The monad is
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commutative if G is symmetric monoidal and the following diagram commutes, where 6 : e ® y —
Y ® € is the symmetric coherence isomorphism of G.

T, (X) X Tu(Y)

VR

T,(X X To(Y)) T.(T,(X) X Y)
(Sé x %):Y
Ts (XXY
Tyee(X x ¥) 22X (X% Y)

It is affine if the unique map T;(1) — 1 is an isomorphism.

ProPosITION 3.2. If T is a graded commutative affine relative monad on a distributive category,
then its Kleisli category (e.g. [43, 73]) is a graded Markov category:

e The objects are the same as J ;
o The morphisms in KI(T), (X, Y) are the morphisms J(X) — T,(Y) in C;
e Composition is via the Kleisli extension.

ProPOSITION 3.3. Any graded Markov category induces a graded commutative affine relative
monad, by

o T = Cjpget, the distributive category of I-graded deterministic maps

o The underlying category is FP(J°P, Set), the finite product-preserving contravariant presheaves
onJ;

o J: 9 — FP(J°P,Set) is the Yoneda embedding;

e ForY € J, the functor T_)(Y) : GP — FP(J P, Set) is given by

T, (Y)(X) = C, (X, Y)

Proor NOTE. In both cases, the proof amounts to expanding the definitions. The constructions
are similar to [101, §7]. See also [2, Prop. 13] for the non-graded case. o

(We conjecture that Propositions 3.2-3.3 are part of a biequivalence between graded distributive
Markov categories and commutative affine graded relative monads. We do not pursue this here
because we will not need the generality of the biequivalence in what follows.)

3.2 Connection with Enriched Categories

To show that the concepts in this section are canonical, we connect with the theory of enriched
categories. Let V be a symmetric monoidal closed category with limits and colimits, that is moreover
semicartesian. Recall (e.g. [64]) that a V-enriched category C is given by a collection of objects,
and for each pair of objects X, Y of C, a ‘hom-object’ C(X,Y) in V. Composition is a morphism
C(X,Y) ® C(Y,Z) = C(X,Z) in V. We can also define V-enriched monoidal categories, by
requiring the functor ® : C X C — C to be V-enriched (with C X C as in [64, §1.4]). And V-
enriched coproducts require a natural isomorphism

CXi+--+X,Y)=2C(X,Y) X - XC(X,,Y)
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between objects of V. Any enriched category has an underlying ordinary category Cy, which has
the same objects but with a hom-set given by Cy (X, Y) = V (I, C(X, Y)). This ordinary category
inherits monoidal, limit and colimit structure from C.

Definition 3.4 (e.g. [95]). A V-enriched Markov category is a ‘V-enriched symmetric monoidal
category such that the monoidal unit is terminal: C(X,I) = 1, and such that the underlying
symmetric monoidal category is equipped with the structure of a Markov category (i.e. a comonoid
structure in the underlying ordinary category).

A V-enriched Markov category is moreover distributive if it has V-coproducts that distribute
over the monoidal structure, and such that the coproduct injections are deterministic, in the sense
of the underlying ordinary category.

For any semicartesian category G, recall the category of functors [G°P, Set]. This extends G to a
good ‘cosmos’ for enrichment since

o [G°P, Set] embeds G fully and faithfully (i.e. essentially as a full subcategory), via the Yoneda
embedding y(y) = G(—,y).

e [G°P, Set] has all limits and colimits, computed pointwise.

o [G,Set] has a semicartesian structure such that the Yoneda embedding is a symmetric
monoidal functor. This is given by Day convolution [33], and has the following universal
property: for F, G, H € [G°P, Set], to give a natural transformation F ® G — H is to give a
natural family of functions F(y) X G(¢) — H(y ® ¢).

e [G°P, Set] is moreover monoidal closed.

ProposITION 3.5. To give an [G°P, Set]-enriched distributive Markov category is to give a G-graded
distributive Markov category.

Nortes. This follows from the characterization of locally G-graded categories as [G°P, Set]-
enriched categories (e.g. [44, 76, 120]), and then translating Definition 3.4 across this correspondence
to arrive at Definition 2.3. O

The correspondence between graded monads and enriched monads is also well understood, includ-
ing in the relative case (e.g. 8, 83]).

Aside. Recent work by Perrone [95] has considered enriched Markov categories to obtain an
abstract view of the distance between probabilities, which allows for an abstract development
of entropy. Their enriching category V = Div in [95] is indeed semicartesian. The full theory of
enriched Markov categories perhaps deserves a more thorough analysis.

4 A Graded Markov Category for Imprecise Probability

We recall ordinary Markov categories for finite probability (§4.1). We then consider a generic
construction for graded Markov categories and instantiate it in our setting, obtaining the graded
Markov category ImP (for ‘Imprecise Probability’, §4.3). We conclude this section with a worked
example (§4.4). In the subsequent sections (§5-6) we relate this graded Markov category with
convex sets of distributions.

4.1 Ordinary Markov Categories for Probability

We recall the Markov category FinStoch of finite sets and stochastic maps between them.

In what follows, for notational simplicity, we regard every finite set n with a given enumeration
n={ai,...,an }. Also, we choose a particular singleton set 1 (empty product), and for every pair
of finite sets, we choose a product set m X n and projections m < m X n — n. (This will have
cardinality #(m X n) = #m X #n, but there are many isomorphic choices for the set.)
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Definition 4.1. Let n be a finite set. A probability vector p € R" is an n-indexed sequence of
non-negative numbers that sum to 1. We write D(n) for the set of probability vectors of length n.

The set D(n) is always a convex set: for any r € [0, 1] and p, g € D(n), the convex combination
rp + (1 —r)q is again a probability vector in D(n). We write p +, q as shorthand for such a convex
combination. Every probability vector in D(n) arises via convex combinations of the Dirac vectors
;, for i € n, where §; = (1,0,0,0...), 5, = (0,1,0,0...) and so on.

A matrix of real numbers f € R™"™ is called stochastic if each column is a probability vector.
This is equivalent to requiring that as a linear map, it preserves the property of being a probability
vector, i.e. if p € D(n) then f - p € D(m). In fact, every function D(n) — D(m) that preserves
convex structure arises from a stochastic matrix in this way. We call such a function a convex map.

Definition 4.2 (e.g. [40], Ex. 2.5). The category FinStoch of finite sets and stochastic maps has
as objects finite sets, and morphisms m — n stochastic matrices in R™*™. Composition is matrix
multiplication, and the identity morphism is the unit diagonal matrix.

This can be made into a symmetric monoidal category, with monoidal structure on objects given
by products of finite sets. On morphisms, using the enumeration, we take the Kronecker product
of matrices. It is semicartesian where the terminal object is 1 because there is a unique stochastic
matrix with one row. This is moreover a Markov category, with copy, : n — n ® n given by the
three-dimensional diagonal (in R ("™ *™),

The Markov category FinStoch moreover has a distributive structure. The coproduct of objects is
given by disjoint union, i.e. by adding cardinalities, and with this view the coproduct of morphisms
forms block matrices (concatenating the columns).

The monad view on FinStoch is as follows. First, we consider the embedding J : FinSet — Set.
We then regard D (Definition 4.1) as a J-relative monad D: FinSet — Set, which is affine and
commutative. In fact, there is an ordinary monad D’ on Set, comprising finitely supported probability
distributions (e.g. [55, Ch. 2]), and D = D’]J. The distributive Markov category FinStoch can then
be regarded as the Kleisli category for this relative monad.

4.2 Choices of Products

As noted above, the monoidal structure and copy maps of FinStoch depend on the choice of products
of sets. Categorically this does not matter, because it is all the same up to canonical isomorphism.
But since the grades enter the syntax of the language (§2.2), the choice of product can affect the
syntax because identity maps can be omitted while isomorphisms cannot. (Subtleties about the
choice of structure are not unusual in categorical logic, e.g. [25].) We consider two choices:

Numerals: Say that a numeral is a finite set of the form {1,...,n} C N, for some natural

number n € N.

e We choose the empty product 1 = {1} to be the unit numeral.

e For numerals M and N we choose the product to be the numeral for the integer multiple
|M| X |N|, with the projections coming from quotient and remainder. For all other finite
sets, it does not matter which product structure we choose.

Since numerals are closed under this choice of product structure, we could cut down to the

skeletal full subcategory of FinStoch whose objects are numerals. This has the property that

the unitors and associator isomorphisms are identity maps, but the symmetry isomorphisms
are not.

This choice of product is reminiscent of de Bruijn notation, where the indexing is derived

from syntactic positions and reindexing is explicit, but weakening can be clumsy.
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Name-respecting choices: Let A be an infinite set of names. If m C A is a finite set of names
then the set of functions 2™ describe true/false assignments to those names, as in Knightian
choices.

e We let the empty product be the set of functions 2°.

e If m,n C A are disjoint finite sets of names then we choose the product 2™ X 2" to be the set
2MYUn The projections 2™ « 2™" — 2" are given by restricting the functions to subsets.
For all other finite sets, it does not matter which product structure we choose.

This kind of choice of product structure has the property that for sets of the form 2", the

unitor isomorphisms are identities; and the symmetry and associativity isomorphisms

2M x 2" = 2" x 2™ 2™ x (2" x 2P) = (2™ x 2™) x 2P

are identity maps for disjoint m, n and p.

This choice of product is reminiscent of nominal techniques (e.g. [98]). It is convenient for
the language of §2.3 because under the disjointness assumption, all the coherence regradings
in Proposition 2.4 are identity functions, and so can be omitted. Moreover, the regrading in
the affine law can often be elided because it can be inferred from the grades. (Again, formal
grade inference algorithms are beyond the scope of this paper.)

4.3 The Graded Markov Category ImP

We now introduce our graded Markov category for imprecise probability, ImP (Definition 4.5). We
first introduce a general construction for graded Markov categories (Proposition 4.3). This is a
variation on the ‘para’ construction [39], also called monoidal indeterminates [48]. Via the connec-
tions between Markov categories and commutative affine relative monads (§3.1), it is equivalently
a graded version of the reader monad transformer [80] of the finite distributions monad.

T,(X) = [y = D(X)] (10)

ProrosITION 4.3. Let G be a semicartesian subcategory of a distributive Markov category C. There
is a graded distributive Markov category with the same objects as C and with the hom-sets

C,(X,Y)=C(y®X,)Y) (y € G).
The reindexing is given by composition: if f € G(e,y) andg € C,(X,Y)
(@ =g°(f®X) € Ce(X,Y).
For the composition of f € C,(X,Y) and g € C.(Y, Z),
(go f) = (y®£®X 2e@yQ®X ﬂe@Yi Z) € Cyee(X, 2).

The monoidal product of f € C,(X,X") and g € C.(Y,Y’) is given by

®
(f®g)=(y®€®X®Y§y®X®€®Yu>X’®Y') €Cre(X®YV, X' ®Y').

Definition 4.4. A stochastic map f € FinStoch(m, n) is surjective if for every j € {1...n} there
exists i € {1...m} such that f; is the Dirac distribution at j. In other words, the induced convex map
D(m) — D(n) is surjective. Let FinStochs,; be the category of finite sets and surjective stochastic
maps. This is a semicartesian monoidal subcategory of FinStoch.

Definition 4.5. The graded distributive Markov category ImP is the FinStochs,j-graded version
of FinStoch, according to Proposition 4.3.

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 54. Publication date: January 2025.



Compositional Imprecise Probability 54:17

ImP is equivalently the graded Kleisli category of the monad (10) over FinSet by the following
isomorphisms, where regrading is done via the Kleisli extension of the finite distributions monad.

FinSet(X, [y = D(Y)]) = FinSet(y ® X, D(Y)) = FinStoch(y ® X, Y) = ImP, (X, Y).

This graded distributive Markov category supports both finite probability and Knightian non-
determinism.

e For binary probabilistic choice with bias 0.5, we consider the morphism bernoulli € ImP; (1, 2)
0.5
0.5/
e For a Knightian choice, we consider the morphism knight € ImP;(1, 2) given by the unit
diagonal matrix. Formally this depends on the choice of product ® (§4.2).
For the name-respecting choice of product, for any a € A we let @ = 2{# (= 2) and we have
knight(a) € ImP3(1,2).
Thus ImP is a model of the language in §2.3.
We can extend the above notions of probabilistic and non-deterministic choice between elements

of a finite set n by considering probability vectors (in ImP; (1, n)) and unit diagonal matrices (in
ImP, (1, n)) respectively.

given by the column vector

Remark: We could have considered a subcategory of FinStochg,,j as the grading. One example
is finite sets and (deterministic) surjective functions. Another example is the subcategory where
the objects are of the form 24 and where we only consider the surjections 28 — 24 induced by
injections A — B (connecting even closer with nominal sets [98]; in this case, the semicartesian
monoidal structure amounts to the disjoint union, A & B.). We leave for future work the question of
to what extent the following results depend on this particular choice of grading.

4.4 Example Calculation with ImP

In this example, to keep calculations brief, we use the numeral choice of product (§4.2).

Example 4.6. Consider the programs (1) and (2), the named variants of the programs from
Examples 1.1 and 1.2, where we draw boolean values with Knightian uncertainty and from fair
Bernoulli trials and combine them using different program logic. We denote outcomes as probability
vectors of length three, representing the chance of r, g, and b, respectively. Program (1) is the
morphism

1 0
(g+h)of=[0 0.5]eImP,(1,3),
0 0.5

where f denotes the conditional on the fair Bernoulli trial, g and h are the conditionals on the
Knightian choices in each branch, and the sum of morphisms is the inverse of the bijection (7) that
commutes products with the hom-functor.

1 0 1 0
f=(g.§)€ImP1(1,2) g=[0 1]€ImPy(1,3)  h=[0 0]eImPy(1,3)
. 0 0 0 1

On the other hand, program (2) is the morphism

1 05 05 0
(75 (g)+7y(h)of=|0 0 05 0.5]€lImPy(1,3),
0 05 0 05
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where f, g, and h denote the same conditional statements, but now we lift the grading of g and h to
4 via the projections to the Dirac distributions 7, 7, € FinStochs;j(2 ® 2,2), to account for the
decoupling of their Knightian uncertainties.

5 First Theorem: Relationship with the Convex Powerset of Distributions Monad

In this section, we recall the properties of convex powersets of distributions. These form a monad CP
(Definition 5.4) that has been proposed as a model for imprecise probability (see also [15, 52, 63, 87,
88] and elsewhere). In contrast to our model ImP (§4), it is not graded but also not commutative.
We connect our category ImP with convex powersets of distributions via the Kan extension method
of [41] (§5.2) and show that this yields an op-lax functor (§5.3). The interpretation is that composition
in our category gives tighter uncertainty bounds (Theorem 5.6), which we illustrate in §5.4.

We begin by recalling some basic properties of convex sets of distributions.

Definition 5.1. A subset S of D(n) is convex if it is closed under convex combinations: if p,q € S
then for any r € [0, 1] we have p +, q € S.

A convex subset S of D(n) is finitely generated if there is a finite sequence p; ... p, € S such
that every element of S can be achieved by convex combinations of the p;’s. In other words,
S={q-(p1..-pm) | ¢ € D(m)}, with the p;’s regarded as column vectors and q regarded as a row
vector.

LEMMA 5.2. For any convex map f : D(m) — D(n) between the sets of probability vectors, the
image of f is a convex subset of D(n).

Moreover, such convex subsets of D(n) are finitely generated, and every finitely generated convex
set arises in this way.

ProOF. Suppose q,q" € image(f), and let r € [0, 1]. So we must have p, p” € D(m) such that
f(p) = qand f(p’) = ¢'. Then
q+rq =f(p)+ f(p') = f(p+r p),

the last step because f is a convex map, and so we see that g +, ¢’ € image(f).

The set image(f) is generated by f(§;) for i = 1...m. Conversely if a set S is generated by
P1---Pm, regarded as column vectors, then the matrix (p; ... p,,) € FinStoch(m, n) determines a
map f : D(m) — D(n) such that image(f) = S. )

5.1 Convex Powersets of Distributions
We write CP(n) for the finitely generated convex subsets of D(n). It supports convex combinations:
ifr € [0,1] and S, T € CP(n) then

S+ T (p+ q|peS qeT}eCp(n).

There is moreover an ordering given by subset, and the join is a convex closure of the union:

S@Tdﬁf{p+rq|re [0,1],p € S,q € T}.

PrOPOSITION 5.3. There is a family of functions ¢, : ImP,,(1,n) — CP(n), that takes f €
ImP,,(1,n) to its image image(f) € CP(n), and the family is natural in m € FinStochg,; and
n € Set.

Proor. First, the fact that the image of f is convex is Lemma 5.2. For naturality in m, suppose
g € FinStochgy;j(m’, m). Then naturality in m amounts to the fact that

image(f o g) = image(f)
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which is true since g is surjective. For naturality in n, suppose h € Set(n,n’). Then naturality
amounts to the fact that

image(D(h) o f) = CP(h)(image(f))
which is true because taking an image of f after postcomposition with D(h) is the same as a
pointwise application of D(h) to the image of f. O

5.2 Connection to Kan Extensions

Definition 5.4. The construction CP extends to a relative monad [52]. The unit morphism 7, :
n — CP(n) picks out the singleton set containing the Dirac vector, 5,(i) = {J;}. The Kleisli
extension takes a function f : m — CP(n) to a function * : CP(m) — CP(n) given by

= D xora,

xeext(X) iem

where ext takes the extreme points of the finitely generated convex subset.

Fritz and Perrone [41, 42] propose a method to extract a canonical monad from a graded monad,
by taking the left Kan extension. They provide criteria for when this process works and induces a
monad morphism. This process cannot work entirely for our situation, for the following reason.
First, we note that we can interpret bernoulli and knight as the following elements of CP(2)
(considering sets up to their convex closure):

e bernoulliis {(§)} +o5 {(9)} = {(§2)}

e knightis {(§)} @ {(1)} = {(5). (D}
Therefore, we can follow through the derivation of Figure 2 to see that the CP monad cannot be
commutative (apparently contradicting [52, Lemma 5.2]) since the convex sets in Figure 1b—1c
are different. (For another argument, note that CP contains two binary idempotent symmetric
operations, ® and + 5, and see our discussion on the Eckmann-Hilton-like obstacle (17) in §7.2.)

By contrast, ImP (§4.3) does satisfy our desiderata (§1.1). So there cannot be a monad morphism

between ImP and CP. Nonetheless, the Kan extension of our graded Markov category ImP, regarded
as a graded monad via Proposition 3.3, gives the finitely-generated convex powerset of distributions
monad CP as a functor, just not as a monad.

PROPOSITION 5.5. The family ¢y, p, : ImP,,(1,n) — CP(n) exhibits CP : FinSet — Set as the Kan
extension of

ImP_)(1,=): FinStoch’ . — [FinSet, Set]

Surj
along the unique functor FlnStochSurj — 1.

F 1nStochSprJ —) 1

lCP
ImP( )m

[FinSet, Set]

Proor. Kan extensions in [FinSet, Set] can be computed pointwise, and for any n € FinSet the
Kan extension of ImP(_)(1,n) : FinStoch‘S)Erj — Set along FinStochgﬁ g 1is simply the colimit
of the functor. Thus it suffices to show that the canonical function

®: colim ImP,(1,n) — CP(n)

m eFmStochSurJ

(induced by ¢) is a bijection. This function ® is given by ®[m, f € FinStoch(m, n)] = image(f).
To see that it is surjective we recall that every finitely generated convex set is the image of
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some convex function D(m) — D(n) (Lemma 5.2). To see that it is injective we suppose that
image(f) = image(f’), for f € FinStoch(m,n) and f’ € FinStoch(m’, n). We must show that
[m, f]1 = [m’, f'] in the colimit. It suffices to find m”” with h € FinStoch(m, n) and surjections
g € FinStochgyj(m, m"’) and g’ € FinStochgj(m’, m"’) such that the following diagram commutes:

The finitely generated convex set image(f) = image(f’) must have a unique convex hull, and we
let m” be the number of extremal points of the convex hull, which are uniquely determined. We
construct g by noting that (i) must be a convex combination from the m’" extremal points, so
we let g(i) be the probability vector corresponding to that combination. We construct ¢’ from f’
similarly. To see that g is surjective we note that since f is surjective onto its image we must have
points in m that map onto the extremal points, and hence onto all the points of m’ via g. Similarly,
g’ is surjective. O

5.3 An Op-lax Functor and Tighter Uncertainty Bounds
From the CP monad, we can build a Kleisli category as usual.

e The objects of KI(CP) are natural numbers.

e The morphisms m — n are functions m — CP(n).

e The identity morphism is the unit 7. Composition of g and f is given by g* o f.
In fact, this category is order-enriched. That is to say, the hom-sets KI(CP) have a natural partial
order structure given by f < g if for all i, f(i) € g(i). Composition is thus monotone.

We now extend the quotient of Proposition 5.3 to an identity-on-objects op-lax functor ImP —
KI(CP).

THEOREM 5.6. Consider the assignment of a morphism f € ImP,(m,n) to R(f) : m — CP(n)
given by R(f) (i) = image(f(—,i)). This defines an op-lax functor
ImP — KI(CP)

PROOF NOTEs. It is straightforward that R(id) = id. It remains to show that R(go f) € R(g)oR(f).
Since we will show that R preserves finite coproducts, it is sufficient to suppose that the domain of
fis 1. So consider f € ImP,(1,m) and g € ImP.(m, n). So (g o f) € FinStoch(y X &, n). We must
show that for all (i, j) € (y X ¢), the probability vector (g o f)(i, j) is in

(R(9) o R(f))() = R(g)" (image(f)) € CP(n).

To show this, we note that the grade of (g o f) is (y X ¢), but we can also consider an alternative
kind of composite (g * f) with a bigger grade (y X ¢™). This is given by

eval,
(g*f):(yxemmesm( L EXmi)n);

where the middle arrow is the evident function between sets regarded as a stochastic matrix.
Contrast with

(gOf)z(stLmX£S—Wp>£><mi>n)‘
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The function (y X €) — (y X ™) that copies ¢ is an injection and exhibits

image(g o f) C image(g * f)
Moreover, we have that
image(g * f) = R(g) o R(f).

The intuitive point is that in (g * f), for each possible intermediate m we are allowed to use different
choices of ¢, but in (g o f), each possible intermediate m will use the same choices of .

To see that R preserves coproducts we note that on objects it is immediate, and expanding the
definitions shows that the coproduct injections and copairings are exactly preserved by R. O

(Here, we are regarding ImP with discrete order enrichment but non-trivial local grading, and
KI(CP) with non-trivial order enrichment but trivial local grading. There may be interesting ways
to unify the two different enrichments.)

5.4 Discussion and Example of Tighter Uncertainty Bounds

Example 5.7. We again revisit programs (1) and (2) where boolean values are drawn with Knigh-
tian uncertainty or from fair Bernoulli trials and combined using different program logic. Consider
the morphism denoting a fair Bernoulli trial (f from Example 4.6),

= (gg) € ImP; (1, 2),

and a morphism that employs Knightian uncertainty on each of its inputs (g + & from Example 4.6),

1 0(1 O
g=|0 1[0 0]eImPy(23).
0 0(0 1

(notating this as a 3-dimensional matrix for clarity, rather than as a vector in R(3*?)*3), Then,
considering sets up to their convex closure, R(f) : 1 — CP(2) maps the singleton set to

03]}

R(g) : 2 — CP(3) maps the two-element set to

1 0 1 0
0f,|1]¢ and §]0],[0]¢,
0/ \0 0 1

and (following Example 4.6) R(g o f) : 1 — CP(3) maps the singleton set to

1 0
0(,]10.5
0/ \0.5

This is the convex subset in Figure 1b if we consider the probability vectors as giving the corre-
sponding chances of outcomes r, g, and b.

On the other hand, by composing g with f after mapping them into KI(CP), we lose the ability
to distinguish which outcomes were related via the same Knightian choices. So the morphism
R(g) o R(f) : 1 — CP(3) maps the singleton element to

1\ [0.5\ (0.5 0
0l,] O 0.5],]10.5
0/ \0.5 0 0.5

5 > >
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which is the convex subset given in Figure 1c. Thus, R(g o f) € R(g) o R(f).

Therefore, by accounting for corresponding choices of Knightian uncertainty within morphism
compositions, our category ImP obtains tighter bounds on the imprecise probabilities.

6 Second Theorem: Maximality as a Compositional Theory

In Proposition 5.3 we gave a family of maps ¢ that convert our compositional imprecise probability
into convex sets of probability distributions. These maps are not injective, and in this sense the
model of ImP is intensional. This raises a question of whether we could have made a less intensional
model than ImP while still maintaining Desiderata 1 and 2 and the connection to convex sets of
distributions. In Theorem 6.2 we answer this question negatively in the following sense: we cannot
quotient the hom-sets of ImP without either losing the connection with convex sets (and hence
statistics) or losing the monoidal or distributive structure (and hence the compositionality desiderata
of §1.1). In this way, ImP is maximal.

Definition 6.1. Let G be a semicartesian category. Let C and D be G-graded distributive Markov
categories. A graded distributive Markov functor F : C — D is given by a mapping from the objects
of C to the objects of D and a family of mappings from C,(X,Y) — D, (F(X), F(Y)), strictly
preserving the composition, monoidal and coproduct structure, and the copy maps.

Aside. In view of §2.1, we note that a graded distributive Markov functor is the same thing as
the existing notion of strict distributive monoidal functor between distributive monoidal enriched
categories (e.g. [64]), together with the requirement that the copy maps are preserved, which is in
common with the ordinary Markov category literature [40]. We could also formulate this in terms
of monad morphisms, following §3.1.

THEOREM 6.2. Let C be FinStochs,j-graded distributive Markov category with a graded distributive
Markov functor F : ImP — C and a natural family of functions

Ymn : Cm(1,n) — CP(n)
such that
¢m.n - ImP,, (1,n) — CP(n)
(Proposition 5.3) factors through . Then F is faithful: if F(f) = F(g) in C then also f = g in ImP.

Proor. Since F preserves finite coproducts, it is sufficient to suppose the domain of f and g is 1.
That is, let f, g € ImP,,(1, n) and suppose ¢, , factors as

Fm'l m,n
P, (1, 7) ~™" Cpa(1, 1) 2% CP(n).

Let d € ImP,, (1, m) be the evident tuple of Diracs. Define : € ImP; (m, n+m) and j € ImP; (n, m+n)
as the lifting of the injections m — m + n < n via postcomposition with the unit of D. Since F is a
graded distributive Markov functor and Fp, () = Fn.n(9),

Fomin(JofBiod) =Fpymm(jogaiod),
where we define f 8 g = (f + g) o bernoulli for f and g with domain 1. Applying ¢ gives

¢m,m+n(]ofEE”°d)=¢m,m+n(]ogmlod)~ (11)

Now, for all i € m, (j o f 810 d)(i) are independent because they each use a different dimension.
They are all the extremal vertices on the convex hull ¢y, 4n(J © f B 1 0 d). Moreover, they must be
the same vertices as (jo gm@1od)(i) for respective i € m because the convex hulls are the same (11).
Therefore,

JofHiod=jogmiod.
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We can recover f and g as forany i € mand j € n,

fOG)=2xGofBirod)()()).
9()(j) =2x(yog@iod)(i)(j).

So f=g. O

6.1 Remarks on Different Approaches to Quotients

We briefly remark on a different approach to quotients in a locally graded category. This is a general
method but connects to our language as follows. Notice that an open term in our language contains
both names and variables: names for Knightian choices, and free variables standing for ordinary
values that might be substituted later. There are two ways to quotient the names away, depending
on how we order the quantifiers:

(V3) The approach leading to the CP monad (Theorems 5.6 and 6.2): We could equate two
open terms if, for every valuation of the free variables, there is a regrading that equates them.
This violates Desideratum 1 but gives rise to an op-lax functor (Theorem 5.6).

(3V) Alternative quotient: We could equate two open terms if there is a regrading such that
for every valuation of the free variables they are made equal. This violates Desideratum 2, as
we discuss below.

For closed terms with no free variables, the two approaches are the same and give rise to a
convex set of distributions (Proposition 5.3).

The ‘alternative quotient’ approach (3V) amounts to the ‘connectedness’ quotient in [48, Def. 2.1].
This does not satisfy Desideratum 2 (commuting if-then-else). Informally, it would allow us to
work up to a different regrading on the ‘then’ branch versus the ‘else’ branch, which leads to the
inconsistency. More formally, the construction of [48] does not yield a category with coproducts in
general. For this reason, this alternative quotient approach is not a counterexample to Theorem 6.2.
Nonetheless, it could be a useful approach in a metalanguage for combining models that do not
need a general if-then-else construction.

7 Context and Related Work

Our focus here is on imprecise probability. This can be thought of as a kind of non-determinism.
Specifically, we are combining the effects of probabilistic choices (bernoulli) with non-deterministic
choices arising from unknown probability distributions (knight). There is a broader general interest
in non-determinism and its combination with probability. Non-determinism arises in many semantic
situations beyond the motivation from unknown distributions in imprecise probability.

Comparison with abstraction/refinement. One arguably different motivation is in program abstrac-
tion and refinement. There, one describes a problem by writing a non-deterministic program that
solves it in a non-determined way; the problem is then solved by refining that non-deterministic
program. When the refined program is still probabilistic, the mathematical analysis is similar to
imprecise probability. For instance, illustrations essentially the same as Figure 1 appear in work
on the refinement of probabilistic programs [84, Fig. 6.4.2, Fig. 6.5.1]. However, the motivation is
arguably different and the desiderata (§1.1) may be less relevant in program refinement.

Contrast with random sets and random bags. An arguably different kind of non-determinism
appears where there are many appropriate results that we want to collect. In this sense, for
instance, database queries are non-deterministic if they return multiple results, and Prolog is
non-deterministic. When combined with probability, this leads more naturally to random sets or
random bags, which contrast the sets of distributions shown in Figure 1. Random bags do arise in
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probabilistic databases and point process theory. These applications have been considered from a
monad perspective [29, 30], and the monads have long been discussed (e.g. [26, 27, 54, 63, 71, 116]).

Broadly, there is a contrast between sets of distributions, which arise in imprecise probability and
program refinement, and distributions over sets, which appear in probabilistic databases and point
processes.

7.1 Relationship with Work on Distributive Laws of Monads

There is a large literature exploring distributive laws of monads to find elegant approaches to
combining existing monads for probability and non-determinism (e.g. [1, 16, 23, 26, 47, 71, 96, 116]).
In fact, the reader monad transformer that we use here is a distributive law of monads. However,
our emphasis and motivation are from the commutativity desiderata (§1.1) rather than distributivity
issues. We note that commutativity and affinity imply some distributive behaviour, allowing us to
reorder computations into non-determinism followed by probability or vice versa. In (14) below, we
derive a typical distributivity equation from just the basic desiderata. But that is not quite the same
as a distributive law of monads, which is a specific equational requirement [97, Def. 3, Thm. 5]; in
some situations, it amounts to a weak distributive law of monads [47].

Even when there is a distributive law between commutative monads, the resulting composite
monad need not be commutative. Indeed both the random bags monad [27] and the powerdomain
of indexed valuations monad [116] arise from distributive laws between commutative monads,
but neither composite monads are commutative. This suggests that given our desiderata (§1.1),
distributive laws of monads are not necessarily the best starting point.

7.2 Algebraic Perspective on Probability and Non-determinism

Some previous work on combining probability and non-determinism takes the perspective of
algebraic theories. Our desiderata (§1.1) can be viewed from the point of view of algebraic theories,
via algebraic effects (e.g. [100]), which we now briefly explore. We define two binary operations:

(t +o.5 1) ©1if bernoulli then ¢ else u (t®u) e if knight then t else u

Regarding Desideratum 1, commutativity means that each operation is a homomorphism for the
other:
sot) & (u e o)

(s ®u & (t & v)
(s+o5t)+o5 (u+o50) = (s+os5u)+os(t+o50) (12)

(s ® t)+os5(u ® 0) (s+os5u) ® (t+os50)

and affinity says that
tet=t and t+ost=t. (13)
In general, an algebraic structure satisfying commutativity and affinity is recognized as an abstract
theory of probability, being the algebraic counterpart to Markov categories, and is sometimes called
a ‘mode’ [102].
Desideratum 2 is always assumed in algebraic effects.
From these five axioms (12)-(13), we can derive distributivity equations:

ffinit
t® (u+s50) =Y (t+os5t) ® (u+o50)

ffinit
thos (W®0) =0 (t@t) +os (ud0)

commutativity

(t (] u) +o0.5 (t (&3] Z))
(t +o5u) ® (t +050)

(14)

commutativity

The first equation in (14) instantiates to

r®(g+osb)=(r+os7r)®(g+os5b) = (r®g) +o5 (r ®b)
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which is the problematic derivation of Figure 2 written in algebraic form. If we have an intuition of
® as a Minkowski sum (see §5.1) then the left-hand side appears to be Figure 1b and the right-hand
side is Figure 1c, especially since the latter can be further rearranged using the commutativity and
affinity laws to

(}’ D (g +o.5 r)) ® ((}" +o0.5 b) 5] (g +o.5 b))
which enumerates the four extreme points of Figure 1c.
The symmetry laws
t+osu=u+os5t (15)

tOu=udt (16)

are also desirable, but we note that it is already known that Desiderata 1 ((12)—(13)) are incompatible
with them, since together they imply that the two binary operations (&, + 5) are equal! (e.g. [36, 37]):

t®u = (t@u)+05(t®u) = (t@u)+05(u®t) = (t+0,5u)@(u+0_5t) = (t+0,5u)®(t+o.5u) = t+os5U (17)

We can regard the various previous algebraic works as different ways to avoid this Eckmann-Hilton-
like obstacle (17), by omitting various equations:

e The point process monad [27, 54, 63, 71] omits the last commutativity law (12) and the affine
law for @ (13); it keeps the first distributivity law of (14).

e The powerdomain of indexed valuations [116] also omits the last commutativity law (12) but
omits the affine law (13) for + 5 instead of for @; it keeps the first distributivity law of (14).

e The convex powerset of distributions monad (e.g. [16]) also drops the last commutativity law
but it keeps the second distributivity law of (14).

As we now explain, our approach can be viewed as a graded version of the algebraic perspective, in
which we have all the equational laws.

7.3 Graded Algebraic Perspective

We can look at our graded category ImP from this algebraic perspective, using the graded algebraic
theories of Kura [73, §3.1]. We now summarize this angle. From the algebraic perspective, the
proposal in this paper is to name the Knightian branching, which amounts to having named binary
operators &;,, g, , -... To be precise, in the formalism of [73, §3.1], we have a graded signature

+0.5 € 22,0 ®q € 2y 1)

where a € A. That is, we have a binary operation +¢ 5 with empty grade and binary operations @,
with grade 2{#. From this, we define a grammar for terms T,(X) with variables in X at grade g [73,
Def. 10]:

xeX t,u € Ty(X) t,u € Ty(X) t € Ty(X)
x € Ty (X) t+os5 u € Ty(X) t ©a u € Thia)gy(X) cr(t) € T(X)

fih—yg

Here ‘cy(t)’ indicates regrading along f: h — g. Henceforth we elide ¢ where f is a ‘weakening’
regrading, i.e. a canonical projection 2° — 2% for §’ C S C A.
We can consider analogues of all the laws (12)-(16) above, in this graded setting:

(u ® v) ®; (x & y) (u ®; x) ® (v B y)

(u+0.5 %) +o.5 (0 +0.5Y) (18)

(u+050) +o5 (x+05Y)

(U ®g 0) +o5(x B y) = (u+os5x) &g (V+05Y)
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X+o5X=x (19)
X®gx=x (20)
X+05Y =Y+os5X (21)
X @y = c-(y Bq x) (22)

where — : 2{@} — 24} j5 the non-trivial bijection.
Revisiting the example of Figure 2, we can use the graded deductive system of [73, Thm. 1] to
derive:

r @, (g +05b) = (r+o57) ®a, (g+05b) = (r ®g, 9) +o5 (r S, b).

yet it is consistent to assume

(r @q, 9) +05 (r @a, b)  #  (r @a, 9) +0.5 (r Bg, b).

with different names on the right-hand side. These two terms correspond to the difference between
Figures 1b and 1c.

Our locally graded category ImP (Definition 4.5) is such that its dual (ImP)°P can be regarded
as a model of this graded algebraic theory, in the sense of [73, Def. 11] (mildly generalized to use
locally graded categories instead of actions). We formulate the model by interpreting (+¢5) and
(®4) using bernoulli and knight from §4.3. All the equations (18)-(22) are satisfied in this model.

One view is that we have side-stepped the Eckmann-Hilton-like obstacle (17) by requiring the
explicit regrading in the symmetry law x &, y = ¢~ (y @, x).

Aside. We note that a named binary choice already appears in the probabilistic setting in [107],
where it has a different intuitive meaning: there, a stands for an urn but not a specific draw, and ?,
denotes sampling from urn a according to Polya’s scheme: replace with two copies of what was
drawn. This is different because each ?, can be used multiple times, gathering statistics about an
urn, whereas a Knightian draw can only be used once.

8 Summary and Outlook

We have shown that by taking a graded perspective and naming Knightian choices we can obtain a
compositional account of Bernoulli and Knightian uncertainty together, satisfying the Desiderata
of §1.1. The account gives a refined bound on the uncertainty (Theorem 5.6) and is maximal among
the compositional accounts (Theorem 6.2).

There are several future directions. An initial question is how to accommodate iteration. The
convex sets considered in this article are all finitely generated. If we allow iterative programs that
have an unbounded number of Knightian choices, this leads to a more general class of convex sets.

The concerns about iteration hold even if we restrict to finite outcome spaces, and thus far
we have focused on this for simplicity. Much work on programming semantics for imprecise
probability has focused beyond finite outcome spaces, and it will be interesting to revisit this
from our perspective: this includes domain theoretic structures (e.g. [46, 62, 63, 116]) and metric
structures (e.g. [87, 88]).

It would be interesting to compare to another recent compositional framework combining
unknowns with probability by Stein and Samuelson, currently focusing on Gaussians [108].

Our approach is based on random elements, and so is the quasi-Borel-space probability monad
(e.g. [49, 113]), so this might be a good approach to accommodating function spaces. On the other
hand, we are enriching in [FinStochgﬁ i Set], which seems closely related to the toposes recently
used in [79, 105] for program logic and independence of random variables; in particular, [79]
considers sheaves on FinSetg;.

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 54. Publication date: January 2025.



Compositional Imprecise Probability 54:27

On the more practical side, an open question is how to perform statistical inference in a proba-
bilistic programming language with imprecise probability.

Going beyond statistics, there may be other scenarios where this approach is useful: making a
theory compositional by using a graded theory (for a first purely speculative example, the issues
with amb outlined in [75]).
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