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Abstract

We propose a new algorithm for Promise Constraint Satisfaction Problems (PCSPs). It is a combination
of the Constraint Basic LP relaxation and the Affine IP relaxation (CLAP). We give a characterisation of the
power of CLAP in terms of a minion homomorphism. Using this characterisation, we identify a certain weak
notion of symmetry which, if satisfied by infinitely many polymorphisms of PCSPs, guarantees tractability.

We demonstrate that there are PCSPs solved by CLAP that are not solved by any of the existing algorithms
for PCSPs; in particular, not by the BLP + AIP algorithm of Brakensiek and Guruswami [SODA’20] and not
by a reduction to tractable finite-domain CSPs.

1 Introduction

Constraint Satisfaction Constraint Satisfaction Problems (CSPs) have driven some of the most influential
developments in theoretical computer science, from NP-completeness to the PCP theorem [2, 1, 36] to semidefinite
programming algorithms [58] to the Unique Games Conjecture [49].

A CSP over domain A is specified by a finite collection A of relations over A, and is denoted by CSP(A).
Given on input a set of variables and a set of constraints, each of which uses relations from A, the task is to
decide the existence of an assignment of values from A to the variables that satisfies all the constraints. Classic
examples of CSPs include 2-SAT, graph 3-colouring, and linear equations of fixed width over finite groups.

For Boolean CSPs, which are CSPs with |A| = 2, Schaefer proved that every such CSP is either solvable in
polynomial time or is NP-complete [59]. Feder and Vardi famously conjectured that the same holds true for CSPs
over arbitrary finite domains [38]. Furthermore, they realised the importance of considering closure properties of
solution spaces of CSPs [38], which initiated the algebraic approach [46, 45, 26]. The key notion in the algebraic
approach is that of polymorphisms, which are operations that take solutions to a CSP and are guaranteed to return,
by a coordinatewise application, a solution to the same CSP. All CSPs admit projections (also known as dictators)
as polymorphisms. However, the presence of less trivial polymorphisms, satisfying some notion of symmetry, is
necessary for tractability. For instance, the set of solutions to 2-SAT is closed under the ternary majority operation
maj : {0, 1}3 → {0, 1} that satisfies the following notion of symmetry: maj(a, a, b) = maj(a, b, a) = maj(b, a, a) = a
for any a, b ∈ {0, 1}. Similarly, the set of solutions to Horn-SAT is closed under the binary minimum operation
min : {0, 1}2 → {0, 1} that satisfies a different notion of symmetry: min(a, a) = a, min(a, b) = min(b, a), and
min(a,min(b, c)) = min(min(a, b), c) for any a, b, c ∈ {0, 1}. The binary max operation – which is a polymorphism
of dual Horn-SAT – has the same notion of symmetry, called semilattice [10]. Together with the ternary minority
polymorphism, which captures linear equations on {0, 1}, this gives all non-trivial tractable cases from Schaefer’s
dichotomy result.1

The polymorphisms of any CSP form a clone, in that they include all projections and are closed under
composition. For instance, since Horn-SAT has min as a polymorphism, it also has the 4-ary minimum
operation min4(a, b, c, d) = min(a,min(b,min(c, d))) as a polymorphism. Building on the connection to universal
algebra, the algebraic approach has been tremendously successful beyond decision CSPs, e.g. for robust
satisfiability of CSPs [34, 9, 33], for exact optimisation of CSPs [53, 60, 50], and for characterising the power of
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algorithms [55, 8, 13, 51, 52, 61, 62]. The culmination of the algebraic approach is the positive resolution of the
dichotomy conjecture by Bulatov [28] and Zhuk [65]. We refer the reader to [10] for a survey on the algebraic
approach.

Promise Constraint Satisfaction In this paper, we study Promise Constraint Satisfaction Problems
(PCSPs), whose systematic study was initiated by Austrin, Guruswami, and H̊astad [4], and Brakensiek and
Guruswami [18]. PCSPs form a vast generalisation of CSPs. In PCSP(A,B), each constraint comes in two forms,
a strict one in A and a weak one in B. The goal is to distinguish between (i) the case in which (the strong form
of) the constraints can be simultaneously satisfied in A and (ii) the case in which (even the weak form of) the
constraints cannot be simultaneously satisfied in B. The promise is that it is never the case that the PCSP is not
satisfiable in the strict sense but is satisfiable in the weak sense. If the strict and weak forms coincide in every
constraint (i.e., if A = B) we get the (non-promise) CSPs. However, PCSPs include many fundamental problems
that are inexpressible as CSPs.

The simplest example of strict vs. weak constraints is when the weak constraints are supersets of the strict
constraints on the same domain (the first two examples below) or on a larger domain (the third example below);
the notion of homomorphism from A to B formalises this for any PCSP.

First, can we distinguish a g-satisfiable k-SAT instance (in the sense that there is an assignment that satisfies
at least g literals in each clause) from an instance that is not even 1-satisfiable? This problem was studied in [4],
where it was shown to be solvable in polynomial time if g

k ≥
1
2 and NP-complete otherwise. Recently, this result

has been generalised to arbitrary finite domains [23].
Second, can we distinguish a 3-SAT formula that admits an assignment satisfying exactly 1 literal in each

clause (i.e., a satisfiable instance of 1-in-3-SAT) from one that does not admit an assignment satisfying 1 or 2
literals in each clause (i.e., a non-satisfiable instance of Not-All-Equal-3-SAT)? Remarkably, while both 1-in-3
and NAE are NP-hard, this promise version is solvable in polynomial time [18, 19].

Third, can we distinguish a k-colourable graph from a graph that is not even `-colourable, where k ≤ `? This
is the approximate graph colouring problem, which is believed to be NP-hard for any fixed 3 ≤ k ≤ `, but has
been elusive since the 1970s [40]. The current state of the art is NP-hardness for k = 3 and ` = 5 [7] and for any
k ≥ 4 and ` = `(k) =

(
k
bkc/2

)
− 1 [64].

While a systematic study of PCSPs was initiated only recently [4, 18], concrete PCSPs have been considered
for a while, e.g. approximate graph [40, 63, 15, 47, 48, 41] and hypergraph colouring [37]. A highlight result is
the dichotomy of Boolean symmetric PCSPs [39] (in which all constraint relations are symmetric), following an
earlier classification of Boolean symmetric PCSPs with disequalities [18]. Very recent works have investigated
certain Boolean non-symmetric PCSPs [24] and certain non-Boolean symmetric PCSPs [6]. Other recent results
include, e.g., [3, 42, 21].

Most of the recent progress, including results on the approximate graph colouring problem [7, 64] and on the
approximate graph homomorphism problem [54, 64], rely on the algebraic approach to PCSPs [7]. In particular,
the breakthrough results in [7], building on [11], established that the complexity of PCSPs is captured by the
polymorphism minions and certain types of symmetries these minions satisfy – these are non-nested identities
on polymorphisms, such as the majority example but not the semilattice example. Crucially, minions are less
structured than clones: A minion (of functions) is a set of operations closed under permuting coordinates,
identifying coordinates, and introducing dummy coordinates, but not under composition.2 Thus, unlike in our
earlier CSP example (corresponding to Horn-SAT), a binary minimum polymorphism of a PCSP cannot in general
be used to generate a 4-ary minimum polymorphism of the same PCSP.

Despite the momentous results in [7], there is a long way to go to classify all PCSPs, and it is not even clear
whether a dichotomy for all PCSPs should be expected. When Feder and Vardi conjectured a CSP dichotomy [38],
the Boolean case [59] and the graph case [43] had been fully classified. We seem quite far from these two cases
being classified for PCSPs. Thus, further progress is needed on both the hardness and tractability part. This
paper focusses on the latter.

Finite tractability Although PCSPs are (much) more general than CSPs, some PCSPs can be reduced to
tractable CSPs. This idea was introduced in [19] under the name of homomorphic sandwiching (cf. Section 2 for a
precise definition); PCSPs that are reducible to tractable (finite-domain) CSPs are called finitely tractable. Finite
tractability is not sufficient to explain tractability of all tractable PCSPs. In particular, Barto et al. showed [7]

2In this work, we shall use the more abstract notion of minion introduced in [22], cf. Definition 2.3.
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that the above-mentioned example 1-in-3 vs. NAE is not finitely tractable, despite being a tractable PCSP [18].
We remark that it is not inconceivable (and in fact was conjectured in [19]) that every tractable (finite-domain)
PCSP could be reducible to a tractable CSP possibly over an infinite domain; this is the case for the 1-in-3
vs. NAE problem [19]. However, while certain infinite-domain CSPs are amenable to algebraic methods, the
complexity of infinite-domain CSPs is far from understood, cf. [16, 17, 12] for recent work.

Since finite tractability does not capture all tractable PCSPs, there is need for other algorithmic tools. One
possibility is to attempt to extend algorithmic techniques developed for CSPs.

There are two main algorithmic approaches for CSPs. On the one hand, there are local consistency
methods [38], which have been studied in theoretical computer science but also in artificial intelligence, logic,
and database theory. The power of local consistency for CSPs has been characterised in [25, 8], and it is known
that the third level of consistency solves all so-called bounded-width CSPs [5]. On the other hand, there are CSPs
solvable by algorithms based on generalisations of Gaussian elimination, most notably CSPs with a Mal’tsev
polymorphism [29]. This method has been pushed to its limit, in a way, in [44, 13]. While the NP-hardness part
of the CSP dichotomy has been known since [26], the challenge in proving the algorithmic part is the complicated
interaction of these two very different algorithmic approaches. Although this interaction does not occur in Boolean
CSPs, it occurs already in CSPs on three-element domains [27].

The characterisation of the power of the first level of the consistency methods, 1-consistency (also known
as arc-consistency [57]), has been lifted from CSPs [38] to PCSPs in [7]. Rather than establishing 1-consistency
combinatorially, one can employ convex relaxations.

Relaxations A canonical analogue of 1-consistency is the basic linear programming relaxation (BLP) [55],
which in fact is stronger than 1-consistency [56]. The characterisation of the power of BLP has been lifted from
CSPs [55] to PCSPs in [7], both in terms of a minion and a property of polymorphisms. The power of BLP
is captured by a minion consisting of rational stochastic vectors or, equivalently, by the presence of symmetric
polymorphisms of all arities; these are polymorphisms invariant under any permutation of the coordinates. For
example, we have seen that Horn-SAT, a classic CSP, has a binary symmetric polymorphism, namely min. We
have also seen that min can generate a 4-ary operation min4, which is symmetric. Similarly, min can generate
(via composition) symmetric operations of all arities, and thus Horn-SAT is solved by BLP.

A different relaxation of PCSPs is the basic affine integer programming relaxation (AIP) [19]. The power
of AIP has been characterised, both in terms of a minion and a property of polymorphisms, in [7]. The minion
capturing AIP consists of integer affine vectors. Concerning polymorphisms, AIP is captured by polymorphisms
of all odd arities that are invariant under permutations that only permute odd and even coordinates separately,
and additionally satisfy that adjacent coordinates cancel each other out. The 1-in-3 vs. NAE problem is solved
by AIP (cf. Example 2.3).

Brakensiek and Guruswami [20] proposed a combination of the two above-mentioned relaxations, called
BLP + AIP. Their algorithm has many interesting features. Firstly, it solves PCSPs that admit only infinitely
many symmetric polymorphisms (i.e., not all arities are required as in the case of BLP). Secondly, it solves all
tractable Boolean CSPs, thus demonstrating how research on PCSPs can shed new light on (non-promise) CSPs.
Indeed, although there are no Boolean CSPs that mix bounded width and linear equations, there previously had
not been a single algorithm solving both cases. The BLP + AIP algorithm does that. A follow-up work [22]
established the power of BLP + AIP in terms of a minion and (a property of) polymorphisms. The minion
capturing BLP + AIP is essentially a product of the BLP and AIP minions [22]. Concerning polymorphisms,
BLP + AIP is captured by polymorphisms of all odd arities that are invariant under permutations that only
permute odd and even coordinates.

At present, all known tractable PCSPs are solved either by BLP + AIP or are finitely tractable. It may well
be that BLP + AIP is the only algorithm needed for all tractable Boolean PCSPs. However, as already observed
in [22], BLP + AIP does not solve some rather simple, tractable PCSPs. Motivated by this, we investigate
algorithms that are stronger than BLP + AIP.

Contributions Building on the work of Brakensiek et al. [22], we study stronger relaxations for PCSPs and
give three main contributions.

(1) CLAP Our first contribution is the introduction of CLAP to the study of PCSPs. Our goal was to design
an algorithm that, unlike BLP + AIP, solves all CSPs of bounded width. While all bounded-width CSPs can be
solved by 3-consistency [5], and thus also by the third level of the Sherali-Adams hierarchy for BLP (e.g., by [61]),
Kozik showed that already (a special case of) the singleton arc-consistency (SAC) algorithm, introduced in [35]
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(cf. [14, 30]), solves all bounded-width CSPs [52]. Thus, we study the LP relaxation that we call the singleton
BLP (SBLP), which is at least as strong as SAC. A special case of SBLP (without this name) implicitly appeared
in the literature, e.g. in [4, 18] for Boolean PCSPs. The idea behind SBLP is essentially to run SAC but replace
the arc-consistency check by the BLP; i.e., the algorithm repeatedly takes a variable-value pair (x, a) and tests
the feasibility of the BLP with the requirement that x should be assigned the value a. If this LP is infeasible then
a is removed from the domain of x. This is repeated until convergence. If any variable ends up with an empty
domain then SBLP rejects, otherwise it accepts. Overall, the number of BLP calls occurring for an instance
of PCSP(A,B) with variable-set X is at most polynomial in the size of X. As mentioned above, this simple
algorithm solves all bounded-width CSPs [52].

We adopt a modification of SBLP that turns out to be more naturally captured by a minion-oriented analysis:
the constraint BLP (CBLP). This (possibly) stronger algorithm is a generalisation of SBLP in which we do not
consider only variable-value pairs (x, a), but rather the constraint-assignment pairs (x,a) for every constraint
in the instance. As in SBLP, if fixing a (local) assignment to a constraint yields an infeasible BLP then the
assignment is removed from the constraint relation. Upon convergence, which takes at most polynomially many
BLP calls, if any constraint ends up with an empty relation then CBLP rejects, otherwise it accepts.

Our algorithm CLAP first runs CBLP and then runs AIP upon termination of CBLP. If one believes the
suggestion in [22] that constantly many rounds of the Sherali-Adams hierarchy for BLP + AIP could solve all
tractable (non-promise) CSPs, then it is not outrageous to believe that the same could be true for CLAP, and
CLAP might be easier to analyse.

(2) Characterisation Our second contribution is a minion characterisation of the power of CLAP, stated as
Theorem 3.1. The objects in the minion are essentially matrices with a particular structure, which we call skeletal
(cf. Definition 3.1). These matrices capture the CBLP part of CLAP and together with certain integer affine
vectors form the minion (cf. Definition 3.2).

(3) H-symmetric polymorphisms Building on the minion characterisation, our third contribution is the
identification of a sufficient condition for CLAP to work in terms of the symmetries of the polymorphisms. This
is stated as Theorem 3.2, using the notion of H-symmetricity. For a matrix H, a polymorphism f is H-symmetric
if f is invariant under permutations of the coordinates but only on a specific set of inputs determined by H
(cf. Definition 3.3). For instance, if H is a row vector then we obtain the requirement that f be symmetric on all
inputs. If H is the identity matrix then we require that f be symmetric only on inputs in which different entries
occur with different multiplicities. In general, the intuition is that we capture “symmetry with exceptions that
depend on multiplicities”. We refer the reader to the discussion in Section 3 for details. Thanks to the AIP part of
CLAP, only infinitely many (as opposed to of all arities) H-symmetric polymorphisms suffice for CLAP to work.
The link between CLAP and H-symmetricity lies in the notion of skeletal matrices and in their key “tiebreak
property” stated as [31, Lemma 32] in the full version: Finitely many skeletal matrices can be simultaneously
reduced to vectors that avoid ties. Finally, we give an example of a PCSP that is neither finitely tractable nor is
it solved by BLP + AIP, but is solved by our new algorithm.

After necessary background material in Section 2, our algorithm CLAP and the main results are presented
in Section 3. The details of all results and proofs can be found in the full version of this paper [31].

2 Preliminaries

We let N = {1, 2, . . .} and N0 = N ∪ {0}. The cardinality of N shall be denoted by ℵ0. For k ∈ N, [k] denotes the
set {1, . . . , k}. For a set A, P(A) denotes the set of all subsets of A. We denote by ≤p many-one polynomial-time
reductions. We shall use standard notation for vectors and matrices. Vectors will be treated as column vectors
and whenever convenient identified with the corresponding (row) tuples. Both tuples and vectors will be typed
in bold font. We denote by ei the i-th standard unit vector of the appropriate size (which will be clear from the
context); i.e., ei is equal to 1 in the i-th coordinate and 0 elsewhere. We denote by 0p and by 1p the all-zero
and all-one vector, respectively, of size p; if the size is clear, we occasionally drop the subscript. The support of a
vector v = (vi) of size p is the set supp(v) = {i ∈ [p] : vi 6= 0}. Ip denotes the identity matrix of order p, while O
denotes an all-zero matrix of suitable size.

Promise CSPs A signature σ is a finite set of relation symbols R, each with its arity ar(R) ≥ 1. A
relational structure over a signature σ, or a σ-structure, is a finite universe A, called the domain of A, and a
relation RA ⊆ Aar(R) for each symbol R ∈ σ. For two σ-structures A and B, a mapping f : A → B is called a
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homomorphism from A to B, denoted by f : A → B, if f preserves all relations; that is, for every R ∈ σ and
every tuple a ∈ RA, we have f(a) ∈ RB, where f is applied coordinatewise. The existence of a homomorphism
from A to B is denoted by A → B. A PCSP template is a pair (A,B) of relational structures over the same
signature such that A→ B. Without loss of generality, we will often assume that A, the domain of A, is [n].

Definition 2.1. Let (A,B) be a PCSP template. The decision version of PCSP(A,B) is the following problem:
Given as input a relational structure X over the same signature as A and B, output Yes if X → A and No if
X 6→ B. The search version of PCSP(A,B) is the following problem: Given as input a relational structure X
over the same signature as A and B and such that X→ A, find a homomorphism from X to B.

For a relational structure A, the constraint satisfaction problem (CSP) with template A [38], denoted by
CSP(A), is PCSP(A,A).

Example 2.1. For k ≥ 2, let Kk be the structure with domain [k] and a binary relation {(i, j) | i 6= j}. Then,
CSP(Kk) is the standard graph k-colouring problem. For k ≤ `, PCSP(Kk,K`) is the approximate graph
colouring problem [40]. In the decision version, the task is to decide whether a graph is k-colourable or not
even `-colourable. In the search version, given a k-colourable graph G, the task is to find an `-colouring of G.
It is widely believed that for any fixed 3 ≤ k ≤ `, PCSP(Kk,K`) is NP-hard; i.e., constantly many colours do
not help. The current most general NP-hardness result is known for k = 3 and ` = 5 by Buĺın, Krokhin, and
Opršal [7] and for k ≥ 4 and ` = `(k) =

(
k
bkc/2

)
− 1 by Wrochna and Živný [64].

We call a PCSP template (A,B) tractable if any instance of PCSP(A,B) can be solved in polynomial time
in the size of the input structure X. It is easy to show that the decision version reduces to the search version [7]
(but the converse is not known in general); for CSPs, the two versions are equivalent [32, 26]. Our results are for
the decision version.

Example 2.2. Let 1-in-3 be the Boolean structure with domain {0, 1} and a single ternary relation
{(0, 0, 1), (0, 1, 0), (1, 0, 0)}. Let NAE be the structure with domain {0, 1} and a single ternary relation {0, 1}3 \
{(0, 0, 0), (1, 1, 1)}. Then, CSP(1-in-3) is the (positive) 1-in-3-SAT problem and CSP(NAE) is the (positive) Not-
All-Equal-3-SAT problem. Since both of these problems are NP-hard [59], the PCSP templates (1-in-3,1-in-3)
and (NAE,NAE) are both intractable. However, the PCSP template (1-in-3,NAE) is tractable, as shown by
Brakensiek and Guruswami [18].

Definition 2.2. Let (A,B) be a PCSP template with signature σ. An operation f : AL → B, where L ≥ 1, is
a polymorphism of arity L of (A,B) if for every R ∈ σ of arity k = ar(R) and for any possible L × k matrix
whose rows are tuples in RA, the application of f on the columns of the matrix gives a tuple in RB. We denote
by Pol(A,B) the set of all polymorphisms of (A,B).

Example 2.3. The unary operation ¬ : {0, 1} → {0, 1} defined by ¬(a) = 1 − a is a polymorphism of
(NAE,NAE) but not a polymorphism of (1-in-3,1-in-3). For any odd L, the L-ary operation f : {0, 1}L →
{0, 1} defined by f(a1, . . . , aL) = 1 if a1−a2+a3−· · ·+aL > 0 and f(a1, . . . , aL) = 0 otherwise is a polymorphism
of (1-in-3,NAE).

Minions Polymorphisms of CSPs form clones; i.e., Pol(A,A) contains all projections (also known as
dictators) and is closed under composition [10]. Polymorphisms of the (more general) PCSPs form minions;
i.e, they are closed under taking minors.3 Formally, given an L-ary function f : AL → B, its minor relative to a
map π : [L]→ [L′] is the L′-ary function f/π : AL

′ → B defined by

f/π(a1, . . . , aL′) = f(aπ(1), . . . , aπ(L)).(2.1)

Equivalently, a minor of f is a function obtained from f by identifying variables, permuting variables, and
introducing dummy variables. Rather than focussing on minions of functions, we consider here abstract minions,
as described and used in [22].

3We remark that clones are also closed under taking minors.
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Definition 2.3. A minion M consists in the disjoint union of sets M (L) for L ∈ N equipped with operations
(·)/π : M (L) →M (L′) for all functions π : [L]→ [L′], which satisfy

• (M/π)/π̃ = M/π̃◦π for π : [L]→ [L′], π̃ : [L′]→ [L′′] and

• M/ id = M

for all M ∈M (L).

Definition 2.4. For two minions M and N , a minion homomorphism ξ : M → N is a map that preserves
arities and minors: Given M ∈M (L) and π : [L]→ [L′], ξ(M) ∈ N (L) and ξ(M/π) = ξ(M)/π.

For any PCSP template (A,B), the set Pol(A,B) of its polymorphisms equipped with the operations
described by (2.1) is a minion [7]. One of the results in [7] established that minion homomorphisms give
rise to polynomial-time reductions: If there is a minion homomorphism from Pol(A,B) to Pol(A′,B′), then
PCSP(A′,B′) ≤p PCSP(A,B). Minions are also useful for characterising the power of algorithms, as we will
discuss later.

Existing algorithms One way to establish tractability of PCSPs is to reduce to CSPs. Let (A,B) be a
PCSP template. A structure C is called a (homomorphic) sandwich if A→ C→ B. It is known that, in this case,
PCSP(A,B) ≤p CSP(C).4 Thus, if C is a tractable CSP template then (A,B) is a tractable PCSP template. If
C has a finite domain, we say that (A,B) is finitely tractable.

Example 2.4. The PCSP template (1-in-3,NAE) from Example 2.2 is tractable [18] but not finitely tractable
unless P=NP, as shown in [7].

Another way to establish tractability for PCSPs is to leverage convex relaxations. In the introduction, we
mentioned three studied relaxations: BLP [55], AIP [18], and BLP + AIP [20]. Their powers have been
characterised in [7, 22] in terms of certain minions and polymorphism identities. The details of these relaxations
and the characterisations are provided in Appendix A of the full version [31].

All known tractable PCSPs are solved by finite tractability (i.e., by a reduction to a tractable finite-domain
CSP) or by BLP + AIP. The next example identifies a simple PCSP template not captured by either of these two
methods.

Example 2.5. Consider the relational structures A = (A;RA
1 , R

A
2 ) and B = (B;RB

1 , R
B
2 ) on the domain

A = B = {0, . . . , 6} with the following relations: RA
1 = {(0, 0, 1), (0, 1, 0), (1, 0, 0)} is 1-in-3 on {0, 1},

RB
1 = {0, 1}3 \ {(0, 0, 0), (1, 1, 1)} is NAE on {0, 1}, and RA

2 = RB
2 = {(2, 3), (3, 2), (4, 5), (5, 6), (6, 4)}. The

identity mapping is a homomorphism from A to B, so (A,B) is a PCSP template. Since the directed graph
corresponding to RA

2 = RB
2 is a disjoint union of a directed 2-cycle and a directed 3-cycle, [22, Example 6.1]

shows that the BLP + AIP algorithm does not solve PCSP(A,B). We claim that the template (A,B) is not
finitely tractable. For contradiction, assume that there is a finite relational structure C = (C;RC

1 , R
C
2 ) such that

A→ C→ B and CSP(C) is tractable. We will argue that this would imply finite tractability of (1-in-3,NAE),
which contradicts the result in [7] (unless P=NP); cf. Example 2.4. Indeed, the existence of such C gives the
following chain of homomorphisms:

1-in-3 = ({0, 1};RA
1 )→ (A;RA

1 )→ (C;RC
1 )→ (B;RB

1 )→ ({0, 1};RB
1 ) = NAE(2.2)

where the first map is the inclusion of {0, 1} in A, the second and the third are the maps witnessing A→ C→ B,
and the fourth is any map g : B → {0, 1} such that g(0) = 0 and g(1) = 1. Let C̃ = (C;RC

1 ). Observe
that C̃ is tractable since the inclusion map gives a minion homomorphism Pol(C,C) → Pol(C̃, C̃), and thus
CSP(C̃) = PCSP(C̃, C̃) ≤p PCSP(C,C) = CSP(C) by [7, Theorem 3.1]. This proves the claim, as (2.2)

established 1-in-3→ C̃→ NAE.

The template from Example 2.5 will be proved tractable later (in Example 3.1) using our new algorithm,
which we will present next.

4This is a special case of homomorphic relaxation [7], which we do not need here.
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3 The CLAP algorithm

Let (A,B) be a PCSP template with signature σ and let X be an instance of PCSP(A,B). Without loss of
generality, we assume that σ contains a unary symbol Ru such that RX

u = X, RA
u = A, and RB

u = B. If this
is not the case, the signature and the instance can be extended without changing the set of solutions. Our
algorithm – the combined CBLP+AIP algorithm (CLAP), presented in Algorithm 1 – builds on BLP [7] and
BLP + AIP [22]. As in Appendix A of the full version [31], where BLP, AIP, and BLP + AIP are presented
in full detail for completeness, by λx,R(a) we denote the variable of BLP(X,A) associated with x ∈ RX and
a ∈ RA, where R ∈ σ. The algorithm has polynomial time complexity in the size of the input instance: Letting
g =

∑
R∈σ |RX||RA|, O(g2) BLP calls and O(g) BLP + AIP calls occur. We say that CLAP solves PCSP(A,B)

if, for every instance X of PCSP(A,B), we have (i) if X→ A then CLAP accepts X, and (ii) if X is accepted by
CLAP then X→ B.

Algorithm 1 The CLAP algorithm

Input: an instance X of PCSP(A,B) of signature σ
Output: yes if X→ A and no if X 6→ B

1: for R ∈ σ, x ∈ RX

2: set Sx := RA;
3: end for
4: repeat
5: for R ∈ σ,x ∈ RX, a ∈ Sx

6: if BLP(X,A) with λx,R(a) = 1 and λx′,R′(a′) = 0 for every R′ ∈ σ, x′ ∈ R′X, and a′ 6∈ Sx′ is not
feasible

7: remove a from Sx;
8: end if
9: end for

10: until no set Sx is changed;
11: if some Sx is empty
12: return No;
13: else
14: for R ∈ σ,x ∈ RX, a ∈ Sx

15: if BLP + AIP(X,A) with λx,R(a) = 1 and λx′,R′(a′) = 0 for every R′ ∈ σ, x′ ∈ R′X, and a′ 6∈ Sx′ is
feasible

16: return Yes;
17: end if
18: end for
19: return No;
20: end if

Characterisation Our first main result – Theorem 3.1 – is a minion-theoretic characterisation of the power
of the CLAP algorithm. In particular, we will introduce in Definition 3.2 a minion C such that, for any PCSP
template (A,B), the CLAP algorithm solves PCSP(A,B) if and only if there is a minion homomorphism from C
to Pol(A,B). The two directions are proved in the full version [31]. Combining the sufficiency condition with our
second main result – Theorem 3.2, proved in the full version [31] – will then yield a sufficient condition for CLAP
to solve a given PCSP template, in terms of a weak notion of symmetry for the polymorphisms of the template.

The L-ary objects of the minion C are pairs (M,µ), where M is a matrix with L rows and infinitely many
columns5 encoding the BLP computations of CLAP and µ is an L-ary vector of integers encoding the AIP
computation of CLAP. The matrices M in C have a special structure, which we call “skeletal”.

Definition 3.1. Let M be a p × ℵ0 matrix with p ∈ N. We say that M is skeletal if, for each j ∈ [p], either
eTj M = 0Tℵ0 or Mei = ej for some i ∈ N.

5This is a notational convenience which could be replaced with finitely many columns but less elegant statements.

Copyright c© 2022 by SIAM
Unauthorized reproduction of this article is prohibited



In other words, either the j-th row of M is the zero vector or some column of M is the j-th standard unit
vector. Equivalently, M is skeletal if there exist permutation matrices P ∈ Rp,p and Q ∈ Rℵ0,ℵ0 such that

PMQ =

[
Ik M̃
O O

]
for some k ≤ p and some M̃ ∈ Rk,ℵ0 . The name indicates that the “body” of a skeletal matrix

(the nonzero rows) is completely supported by a “skeleton” (the identity block).
We are now ready to define the minion C . The L-ary objects of C are pairs (M,µ), where M is a skeletal

matrix of size L×ℵ0 and µ is an affine vector (i.e., an integer vector whose entries sum up to one) of size L. We
require that every column of M should be stochastic and M should have only finitely many different columns.
Moreover, we require a particular relationship between M and µ formalised in (c4) in Definition 3.2.

Definition 3.2. For L ∈ N, let C (L) be the set of pairs (M,µ) such that M ∈ QL,ℵ0 , µ ∈ ZL, and the following
requirements are met:

(c1) M is entrywise nonnegative; (c4) supp(µ) ⊆ supp(Me1);
(c2) 1TLM = 1Tℵ0 ; (c5) ∃t ∈ N such that Mei = Met ∀i ≥ t;
(c3) 1TLµ = 1; (c6) M is skeletal.

We define C as the disjoint union of L-ary parts, C :=
⋃
L≥1 C (L).

We defined C as a set. For C to be a minion, we need to define the minor operation on C and verify that it
preserves the structure of C . This is easy and done in the full version [31].

Our first result is the following characterisation of the power of CLAP.

Theorem 3.1. Let (A,B) be a PCSP template. Then, CLAP solves PCSP(A,B) if and only if there is a minion
homomorphism from C to Pol(A,B).

H-symmetry Our second main result is a sufficient condition on a PCSP template (A,B) to guarantee that
CLAP solves PCSP(A,B). The condition is through symmetries satisfied by polymorphisms of the template.
In particular, in Theorem 3.2 we will show that if Pol(A,B) contains infinitely many operations that are “H-
symmetric” for a suitable matrix H, then there is a minion homomorphism from C to Pol(A,B), and thus CLAP
solves PCSP(A,B) by (the sufficiency part of) Theorem 3.1.

In order to define the notion of H-symmetricity, we need a few auxiliary definitions. A vector w = (wi) ∈ Rp
is tieless if, for any two indices i 6= i′ ∈ [p], wi 6= 0 ⇒ wi 6= wi′ . A tie matrix is a matrix having integer
nonnegative entries, each of whose columns is a tieless vector. Given an m× p tie matrix H, we say that a vector
v ∈ Rp is H-tieless if Hv is tieless.

Let A be a finite set, let L ∈ N, and take a = (a1, . . . , aL) ∈ AL. We define the (multiplicity) vector a# ∈ N|A|0

whose a-th entry is |{i ∈ [L] : ai = a}| for each a ∈ A.

Definition 3.3. Let A,B be finite sets, and consider a function f : AL → B for some L ∈ N. Given an m× |A|
tie matrix H, we say that f is H-symmetric if

f/π(a) = f(a) ∀π : [L]→ [L] permutation, ∀a ∈ AL such that a# is H-tieless.

Our second result is the following sufficient condition for tractability of PCSPs.

Theorem 3.2. Let (A,B) be a PCSP template and suppose Pol(A,B) contains H-symmetric operations of
arbitrarily large arity for some m × |A| tie matrix H, m ∈ N. Then there exists a minion homomorphism
from C to Pol(A,B).

Recall from Definition 3.1 the notion of a skeletal matrix. The “skeleton” represents the link between CLAP
and the above-defined notion of H-symmetricity. Indeed, on the one hand the presence of the identity block
captures the fact that each BLP solution computed by CLAP gives probability 1 to some constraint assignment
(cf. line 6 of Algorithm 1). On the other hand, the “Tiebreak Lemma” [31, Lemma 32] – stated and proved in the
full version – shows that, by virtue of this feature, finitely many skeletal matrices can always be simultaneously
reduced to H-tieless vectors; through some technicalities detailed in the proof of Theorem 3.2, this last property
mirrors the behaviour of H-symmetric operations.
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We now mention some consequences of Theorem 3.2. First, observe that a vector of size 1 is always tieless.
Hence, if we take any 1 × |A| integer nonnegative matrix as H, we see that H is a tie matrix and that a# is
H-tieless for each tuple a in the domain of f ; therefore, for such an H, f being H-symmetric reduces to f being
symmetric. On the other hand, having Definition 3.3 in mind, adding rows to H increases the chance that Ha#

has some ties, in which case f is released from the requirement of being symmetric on a. In this sense, H encodes
the “exceptions to symmetry” that f is allowed to have: The more rows H has, the stronger Theorem 3.2 becomes.
If, for instance, H is the identity matrix of order |A|, then an H-symmetric operation needs to be symmetric
only on those tuples where each entry occurs with a different multiplicity. A very special example of such an
I|A|-symmetric operation is a function f that returns (the homomorphic image of) the most-frequent entry in the
input tuple whenever it is unique, and, in any other case, f is, say, (the homomorphic image of) a projection.
Other, more creative choices for H allow capturing operations having more complex exceptions to symmetry, as
shown in Example 3.1.

Theorems 3.1 and 3.2 together establish that the CLAP algorithm solves any PCSP template admitting
arbitrarily large polymorphisms having some exceptions to symmetry that can be encoded via a tie matrix.

Example 3.1. Recall the PCSP template (A,B) from Example 2.5, where it was shown that PCSP(A,B) is not
finitely tractable and not solved by the BLP + AIP algorithm from [20]. We will show that PCSP(A,B) is solved
by CLAP.

Take L ∈ N and consider the function f : AL → B defined as follows: For a = (a1, . . . , aL) ∈ AL,

• if a ∈ {0, 1}L, look at a#1 , i.e., the multiplicity of 1 ∈ A in the tuple a;6

∗ if a#1 < L
3 , set f(a) = 0;

∗ if a#1 > L
3 , set f(a) = 1;

∗ if a#1 = L
3 , set f(a) = a1;

• if a ∈ {2, 3, 4, 5, 6}L,

∗ if there is a unique element a ∈ A having maximum multiplicity in a, set f(a) = a;

∗ if there is more than one element of A having maximum multiplicity in a, set f(a) = a1;

• otherwise, set f(a) = 0.7

We claim that f ∈ Pol(A,B). To see that f preserves R1, consider a tuple ρ = (r1, . . . , rL) of elements of RA
1 ,

where ri = (ai, bi, ci) for i ∈ [L]. We shall let a = (a1, . . . , aL), b = (b1, . . . , bL), and c = (c1, . . . , cL). Notice that

a#1 + b#
1 + c#1 = L.(3.3)

If f(a) = f(b) = f(c) = 0, then a#1 ≤ L
3 , b#

1 ≤ L
3 , and c#1 ≤ L

3 ; by (3.3), this implies that a#1 = b#
1 = c#1 = L

3 .
Hence, (0, 0, 0) = (f(a), f(b), f(c)) = (a1, b1, c1) = r1 ∈ RA

1 , a contradiction. Similarly, f(a) = f(b) = f(c) = 1

would yield a#1 ≥ L
3 , b#

1 ≥ L
3 , and c#1 ≥ L

3 ; again by (3.3), this implies that a#1 = b#
1 = c#1 = L

3 ,
hence (1, 1, 1) = (f(a), f(b), f(c)) = (a1, b1, c1) = r1 ∈ RA

1 , also a contradiction. We conclude that
f(ρ) = (f(a), f(b), f(c)) ∈ RB

1 , thus showing that f preserves R1.
As for R2, let ρ = (r1, . . . , rL) be a tuple of elements of RA

2 , where ri = (ai, bi) for i ∈ [L], and let
a = (a1, . . . , aL) and b = (b1, . . . , bL). By definition, the directed graph having vertex set {2, 3, 4, 5, 6} and edge
set RA

2 = RB
2 consists of the disjoint union of a directed 2-cycle and a directed 3-cycle and, hence, all of its

vertices have in-degree and out-degree one. As a consequence, the multiplicity of a directed edge (a, b) in the
tuple ρ equals both the multiplicity of a in a and the multiplicity of b in b. Therefore, if the tuple ρ has a
unique element r = (a, b) with maximum multiplicity, then f(ρ) = (f(a), f(b)) = (a, b) = r ∈ RB

2 . Otherwise,
f(ρ) = (a1, b1) = r1 ∈ RB

2 . This shows that f preserves R2, too, and is thus a polymorphism of (A,B).
Consider the matrix H = diag(1, 2, 1, 1, 1, 1, 1), and observe that H is a tie matrix. We claim that f is H-

symmetric. Let π : [L]→ [L] be a permutation, and take a tuple a = (a1, . . . , aL) ∈ AL such that a# is H-tieless;

6Since the elements of A are numbered starting from 0, a#
1 is the second entry of the vector a#.

7Assigning any value in {0, . . . , 6} to f(a) would work here.
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i.e., the vector Ha# = (a#0 , 2a
#
1 ,a

#
2 ,a

#
3 ,a

#
4 ,a

#
5 ,a

#
6 ) is tieless. Write ã = (aπ(1), . . . , aπ(L)), and observe that

ã# = a#.

• If a ∈ {0, 1}L, we get a#0 6= 2a#1 ; since a#0 + a#1 = L, this gives 2a#1 6= L − a#1 so that a#1 6= L
3 . As a

consequence, f(a) = f(ã).

• If a ∈ {2, 3, 4, 5, 6}L, the condition above implies that the tuple (a#2 ,a
#
3 ,a

#
4 ,a

#
5 ,a

#
6 ) has a unique maximum

element and, hence, there is a unique element a of A having maximum multiplicity in a (and in ã).
Therefore, f(a) = a = f(ã).

• If a 6∈ {0, 1}L ∪ {2, 3, 4, 5, 6}L, then f(a) = 0 = f(ã).

We conclude that, in each case, f(a) = f(ã) = f/π(a), which means that f is H-symmetric. By Theorems 3.1
and 3.2, CLAP solves PCSP(A,B).8

Remark 3.1. Consider the minion MBLP+AIP from [22] (cf. [31, Appendix A.3]). A direct consequence of
Example 3.1, Theorem 3.1, and [22, Lemma 5.4] is that there is no minion homomorphism from MBLP+AIP to
C . On the other hand, the function

ϑ : C →MBLP+AIP

(M,µ) 7→ (Me1,µ)

is readily seen to be a minion homomorphism. It follows that CLAP solves any PCSP template solved by
BLP + AIP (as is also clear from the description of the two algorithms).

Remark 3.2. Similar to [20], the assumption in Theorem 3.2 can be weakened as follows: Instead of requiring
H-symmetric polymorphisms of arbitrarily large arity, it turns out to be enough requiring H-block-symmetric
polymorphisms of arbitrarily large width, where the definition of an H-block-symmetric operation mirrors that of
a block-symmetric operation in [20]. The proof of this stronger result is very similar to that of Theorem 3.2. The
details can be found in the full version [31, Appendix C].

Remark 3.3. A (possibly) stronger version of the CLAP algorithm consists in running BLP + AIP (instead of
just BLP) at each iteration in the for loop in lines 5–9 of Algorithm 1, and then removing the additional for loop
in lines 14–18. This algorithm can be called C(BLP + AIP). An analysis entirely analogous to the one presented
in this paper shows that the power of C(BLP + AIP) is captured by the minion C̃ defined like C with the following
difference: The L-ary elements of C̃ are pairs (M,N), where M is as in C while N is an integer matrix of the
same size as M taking the role of µ (in particular, N satisfies the “refinement condition” supp(Nei) ⊆ supp(Mei)
∀i ∈ N, analogous to (c4) in Definition 3.2). A possible direction for future research is to investigate whether the
richer structure of C̃ can be exploited to obtain a stronger version of Theorem 3.2.
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[23] A. Brandts, M. Wrochna, and S. Živný. The complexity of promise SAT on non-Boolean domains. ACM Trans.
Comput. Theory, 13(4):26:1–26:20, 2021, arXiv:1911.09065.
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