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So far, we’ve seen that closed-form solutions can be obtained for some learning problems,
such as minimising the least-squares objective, or the Ridge Regression objective. Others, such
as minimising the Lasso objective or minimising the objective function that is the sum of the
absolute values of the residuals have no such closed-form expressions. In fact, for the vast
majority of the problems encountered in machine learning it is unlikely that simple closed-form
solutions exist. In these instances, it is necessary to resort to general purpose optimisation
methods. The coverage of optimisation methods in this course will be brief and terse; the goal
will be to make sure that we understand enough to implement machine learning algorithms.
For further details please refer to books on convex optimisation (e.g., Boyd and Vandenberghe
(2004)) and non-convex optimisation (e.g., Bertsekas (1999)).

Generally, we can take one of two approaches: We can frame the objective of our machine
learning problem as a mathematical program and then use an existing solver for such programs
as a blackbox. In this approach, the task is only to rephrase our goal in a framework suited to
such blackbox solvers; while it never hurts to know how these blackboxes are implemented, we
do not need to understand the actual implementation details. This approach is mostly effective
when we can formulate the objective as a convex optimization program. We’ll only focus on
problems that can be framed as linear programs, for which efficient algorithms and standard
software implementations exist. General purpose convex optimization programs may often end
up being either too slow or an overkill for problems arising in machine learning.1 For problems
that cannot be framed linear programs, we will usually use gradient-based optimisation methods.
These are not black-box, in the sense that choosing the correct (hyper)-parameters such as the
learning rate, can greatly affect the performance of the trained models and needs to be done
carefully.

1 Linear Programming

A linear program is a constrained optimisation problem, where the constraints as well as the
objective are linear functions of the variables. A general form linear program can be expressed
as:

minimize cTx

subject to:

aTi x ≤ bi, i = 1, . . . ,m

aTi x = bi, i = 1, . . . , l

The variables in the program are represented by the vector x = (x1, . . . , xn) ∈ Rn. The
objective function is linear given by cTx. There may be inequality and equality constraints.
In general, it is unnecessary to allow both inequality and equality constraints, e.g., equality
constraints can be replaced by two opposite inequality constraints. However, depending on the
exact solver used, details such as allowing explicit equality constraints, constraining variables to
be non-negative, etc. can affect the running time significantly. A detailed study of the various

1There are many exceptions to this assertion. For instance it is possible to use generic quadratic programming
solvers for support vector machines, which we will encounter in due course.
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Figure 1: Linear Programming: The constraints define a polytope. If as solution exists and the
minimum value achieved is finite, at least one solution lies at a vertex of the polytope.

solvers and the effect of these details on their performance is beyond what we can cover in this
course. However, if efficiency is a major concern it is good to be aware of these issues so that
they can be looked up before implementation.

Although, there are no closed-form solutions to a linear program, efficient algorithms to
solve linear programs exist (both theoretically, a.k.a. polynomial-time and practically, i.e.,
implementations that can handle thousands or tens of thousands of variables and constraints).
It may be that there is no solution to the linear program or that the objective function may be
made arbitrarily small, i.e., it approaches negative infinity; however, if neither of these cases
occur, i.e., if a solution exists and the value of the minimum is finite, then the optimum is
achieved at a vertex of the polytope defined by the linear constraints. (In degenerate cases, it
is possible that an entire face of the polytope achieves the minimum value).

1.1 Minimising Absolute Loss Using Linear Programming

Let us now look at one of the objective functions that we encountered in the context of linear
regression. In order to avoid the effect of outliers, we proposed minimising the following objective
function to train a linear model:

L(w) =

N∑
i=1

|xT
i w − yi|. (1)

As usual, our data is D = 〈(xi, yi)〉Ni=1, and we wish to train a linear model, y = w ·x+ ε. As we
are minimising the sum of the absolute values of the residuals, we’ll refer to this loss function
as absolute loss.

It is not immediately obvious how the absolute value in the objective function is to be dealt
with using linear constraints or objective. In order to do so, we need to introduce extra variables,
beyond the wi. Consider a linear program with D+N variables, w1, . . . , wD, ζ1, . . . , ζN , defined
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as:

minimize

N∑
i=1

ζi

subject to:

wTxi − yi ≤ ζi, i = 1, . . . , N (2)

yi −wTxi ≤ ζi, i = 1, . . . , N (3)

The claim is that the part of the solution of the above linear program, (w1, . . . , wD), is infact w
that minimises (1). Let’s first argue that a solution to this program always exists, let w ∈ RD be
any vector and let ζi = |wTxi− yi| for i = 1, . . . , N . It is easy to see that w1, . . . , wD, ζ1, . . . , ζN
is a feasible solution (not necessarily optimal) to the linear program. Let w∗ and ζ∗1 , . . . , ζ

∗
N

be the optimal solution. We argue that it must be the case that ζ∗i = |w∗ · xi − yi|. Clearly
ζ∗i ≥ |w∗ · xi − yi| because of the constraints (2) and (3). (In fact, this also shows that ζi ≥ 0.)
But since the objective function minimises

∑
i ζi, it must be the case that ζ∗i = |w∗ ·xi− yi| for

every i. Thus, w∗ must also be the optimal solution to (1).

Discussion

While some machine learning problems can indeed be posed as linear programs, many cannot.
Let’s consider the lasso objective for instance:

Llasso(w) =

N∑
i=1

(wTxi − yi)2 + λ

D∑
i=1

|wi|

As we’ve seen there are tricks to convert the absolute value part of the objective into linear
inequality constraints. However, there is no way to re-phrase the quadratic part of the objective
using linear constraints. Instead, we must resort to more general gradient-based optimisation
methods.

2 Review of Multivariate Calculus

Let us briefly review a few concepts from multivariate calculus that we will require in optimisa-
tion methods. In order to keep the notation similar to that where we apply thse notions, let’s
refer to our variables by w1, . . . , wD, and consider the function z = f(w1, . . . , wD).

The gradient of f with respect to w is given by:

∇wf(w) =


∂f
∂w1
∂f
∂w2

...
∂f
∂wD


We’ll always denote the gradient using a column vector. As shown in Figure 2, the gradient
is a vector that is orthogonal to the contour curves and points in the direction of the steepest
increase. This suggests that in order to minimise a function, we should traverse in the direction
opposite to the gradient.

The gradient includes all the first order partial derivates of the function f . The Hessian is a
matrix containing all the second order partial derivatives. Assuming all second order derivatives
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Figure 2: Surface plot, contour curves and gradients for the quadrative function f(w1, w2) =
w2
1 + w2

2.

exist (which will be the case for functions we encounter), the Hessian is symmetric. The Hessian
is given by:

H =



∂2f
∂w2

1

∂2f
∂w1∂w2

· · · ∂2f
∂w1∂wD

∂2f
∂w2∂w1

∂2f
∂w2

2
· · · ∂2f

∂w2∂wD

...
...

. . .
...

∂2f
∂wD∂w1

∂2f
∂wD∂w2

· · · ∂2f
∂w2

D


While the gradient indicates the direction in which the function increases the most, the Hessian
captures the curvature of the function surface at any given point.

3 The Gradient Descent Algorithm

Gradient descent is one of the simplest, but very general and for this reason very powerful
algorithm for optimisation. Let w0 be some starting point. At the heart of gradient descent is
the following iterative step:

wt+1 = wt − ηtgt = wt − ηt∇f(wt)

In order to not overburden ourselves with ∇s, whenever there is no fear of ambiguity, we’ll refer
to the gradient simply as gt. The term ηt in the update above is referred to as a step-size, or
in the context of machine learning, the learning rate. Choosing the right step-size is important,
a step-size that is too large may result in wt diverging, whereas a step-size that is too small
may result in very slow convergence (or no convergence at all!). This is illustrated in Fig. 3.
There are several methods (both theoretically sound and practical heuristics) for choosing the
step-size. One such option is called line-search, where the step is taken to the global minimum
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(a) (b)

Figure 3: Figures based on those appearing in (Murphy, 2012, Chap. 8). The function con-
sidered is f(w1, w2) = 1

2(w2
1 − w2)

2 + 1
2(w1 − 1)2. (a) With a large step-size the trajectory of

the gradient descent algorithm can be quite erratic. (b) With a very small step-size gradient
descent is very slow to converge.

of the uni-variate function obatined by projecting in the direction of the gradient (refer to the
optimisation literature for further details). In machine learning, it is common to let the step-size
be a hyperparameter (along with the others) and choose it by cross-validation.

A function f is said to be convex, if for any w, w′, and α ∈ [0, 1], f(αw + (1 − α)w′) ≤
αf(w) + (1 − α)f(w′). Convex functions are important because they are particularly easy to
optimise. Furthermore, there are (gradient-based) methods that are guaranteed to converge to
a point that achieves the global minimum. This is a reason why an effort is made to choose
‘loss’ functions that while being useful are also convex.2 For non-convex functions, gradient-
based algorithms may converge to local minima or even saddle points. Figure 4 shows the
trajectories of gradient descent on a convex and non-convex function. For convex functions,
no matter where the starting point is chosen ultimately the trajectory will converge to a point
that is a global minimiser (assuming step-sizes are chosen suitably). On the other hand, if the
function is non-convex, even when starting from points that are very close to each other, the
trajectories may converge to different points; even worse, the value of the function at the points
of convergence may vary wildly.

3.1 Subgradients

Towards the end of Section 1, we mentioned that linear programming could not be used to
minimise the lasso objective:

Llasso(w) =
N∑
i=1

(wTxi − yi)2 + λ
D∑
i=1

|wi|

2In machine learning, it is important to choose a loss function that is useful, in the sense that the value
of the loss function should be small if the output is close to what we would consider suitable, e.g., predicting
the future value of the pound to within a few pence. However, it is also important to be able to optimise the
objective obtained by using this loss function, and hence choosing them to be convex is common practice. There
has been somewhat of a break from this practice starting with deep neural networks; for training deep neural
networks there are no reasonable convex loss functions and it is common to use methods that find local minima
for non-convex functions.
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Figure 4: Convergence of gradient descent trajectories starting from different points for (a) a
convex function, (b) a non-convex function.

While gradient descent can be applied, there is still the problem that Llasso is not differen-
tiable at points where some wi = 0. This turns out to be not a major problem, instead we
can use what is called a sub-gradient (or sub-derivative). We’ll focus our attention on functions
that are convex, where it is relatively easy to define a sub-derivative. For the most part in
machine learning, we’ll only need to use sub-derivates for two types of functions f(w) = |w| and
f(w) = max(0, w); both these functions are convex. We define a vector g to be a sub-gradient
of f at a point w0, if it satisfies:

f(w) ≥ f(w0) + gT(w −w0) (4)

Figure 5 shows the derivative and sub-derivatives for a function in one dimension. In one
dimension, the vector g is simply a scalar indicating the slope of the derivative. For f convex,
if f is differentiable there is a unique (tangent) line that lies beneath the curve, if f is not
differentiable, there may be several such lines and any such slope is a sub-derivative at the
point. Similarly in higher dimensions, if f is convex and differentialble, the gradient ∇wf |w0

is the unique vector that satisfies the inequality (4). If f is convex, but not differentiable at
w0, there may be several such vectors g, all of them are subgradients. For the purposes of
optimisation, it is fine to choose any of them and take a step in that direction. This is referred
to as sub-gradient descent. Usually, the term subgradient refers to the entire set of vectors
satisfying the inequality (4).

Example 1: If f(w) = |w1|+ |w2|+ |w3|+ |w4| for w ∈ R4, then the subgradient at the point
w = [2,−3, 0, 1]T is the set {[1,−1, γ, 1]T | γ ∈ [−1, 1]}.

Example 2: If f(x) = max(0, x), the sub-derivative of f at x = 0 is the interval [0, 1].

4 Newton’s Method : Second Order Methods

Gradient descent is a very general method for optimisation. However, it only uses the first order
partial derivatives, and for this reason can be slower to converge in some instances. We can view
the gradient descent approach as approximating the function locally by a linear function, and
then minimising the linear function instead. However, unless this linear function is constant,
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Figure 5

i.e., the gradient is zero, in which case the trajectory is at a stationary point anyway, the
minimum of this linear approximation will be negative infinity. For this reason, a suitably small
step-size is essential.

Newton’s method uses the first and second order partial derivatives of the function. At
point wt in the trajectory, instead of approximating the function locally by a linear function,
it is approximated by a quadratic function using the second degree Taylor approximation (see
Fig. 6). The Newton step then directly takes us to the unique stationary point of this quadratic
approximation. In higher dimensions, this involves computing and inverting the Hessian. Let
wt denote the point at the tth iteration of Newton’s method and let gt and Ht denote the
gradient and Hessian of f at wt respectively. The local quadratic approximation to f around
wt is given by the multivariate form of Taylor’s theorem,

fquad(w) = f(wt) + gT
t (w −wt) +

1

2
(w −wt)

THt(w −wt)

A Newton step directly takes us to the stationary point of this quadratic approximation. We
can compute the gradient of fquad and set it to 0 to obtain wt+1. We have

∇wfquad = gt + Ht(w −wt)

Setting ∇wfquad = 0, to get wt+1, we have

wt+1 = wt −H−1t gt

On the one hand, each Newton step is computationally quite expensive. It involves computing
D +

(
D
2

)
second order partial derivatives and then inverting the Hessian matrix. On the other

hand, Newton’s method typically converges in significantly fewer iterations compared to gradient
descent. Thus, depending on the data-dimension and available computational resources we may
wish to use Newton’s method instead of gradient descent.

An important considertion to bear in mind is that Newton’s method converges to stationary
points and not necessarily minima. This can also be the case with gradient descent, however, a
Newton step explicitly takes us to the stationary point of the quadratic approximation, which
may not even be in a direction that decreases the function. When minimising convex functions,
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Figure 6: Convergence of gradient descent trajectories starting from different points for (a) a
convex function, (b) a non-convex function.

(a) Local Minimum (b) Local Maximum (c) Saddle Point

Figure 7: Different types of stationary points. The eigenvalues of the Hessian can be used to
determine which kind of stationary point it is.
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this is not a concern as there are no stationary points which are not global minima. However, it
is believed that the lack of success of second-order methods when training deep neural networks
is due to the abundance of saddle points in the landscape of the objective function used for
training deep neural networks.3 The Hessian at the stationary point reveals whether we are at a
local minimum, local maximum or saddle point (see Fig. 7). If all the eigenvalues of the Hessian
(the eigenvalues must be real if the Hessian is symmetric) are positive then we are at a local
minimum, if they are all negative we are at a local maximum, if there are both positive and
negative eigenvalues then we are at a saddle point. An eigenvalue of exactly 0 corresponds to the
degenerate case, in which there is some direction in which the gradient is (locally) unchanging.

5 Optimization Algorithms in Machine Learning

Let D = 〈(xi, yi)〉Ni=1 be the data at our disposal. Typically, in machine learning we optimise
functions of the form:

L(w;D) =
1

N

N∑
i=1

`(w;xi, yi) + λR(w)︸ ︷︷ ︸
Regularisation Term

(5)

The gradient of the objective function is,

∇wL =
1

N

N∑
i=1

∇w`(w;xi, yi) + λ∇wR(w)

From the form of (5), we see that the objective function that we seek to minimise is composed of
many terms, one corresponding to each datapoint and possibly a regularization term. Similarly,
the gradient is also composed of the sum of the individual gradients corresponding to each
of these terms. For instance, for Ridge Regression, we have `(w;xi, yi) = (wTxi − yi)2 and
R(w) = wTw. Thus, the loss function and the gradient for Ridge Regression is expressed as:

Lridge(w) =
1

N

N∑
i=1

(wTxi − yi)2 + λwTw

∇wLridge =
1

N

N∑
i=1

2(wTxi − yi)xi + 2λw

5.1 Stochastic Gradient Descent (SGD)

One advantage of having an objective function that is composed of many individual terms
that are added together is that we can try to speed-up the optimization algorithm by using
randomness. Let us consider the following: Pick i ∈ {1, . . . , N} uniformly at random, and
compute the gradient gi = ∇w`(w;xi, yi). What is E [gi]? It turns out that this is given by,

E [gi] =
1

N

N∑
i=1

∇w`(w;xi, yi)

So the expectation of gi is exactly the same as the entire gradient (except for the regularization
term). Let’s make this more concrete with the case of Ridge Regression, where `(w;xi, yi) =
(wTxi − yi)2, so ∇w`(w;xi, yi) = (wTxi − yi)xi.

3This topic is actively researched at the moment. Thus, this should not be taken as a definitive mathematical
statement, but an empirical observation. See the discussion in (Goodfellow et al., 2016, Chap 8) for more
information.
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Figure 8: (a) Trajectories for gradient descent (GD) and (b) Stochastic gradient descent (SGD)
for a simple linear regression problem. (b) Test errors for the resulting models as a function of
the number of iterations.

The update rule for the stochastic gradient descent algorithm is the same as that for gradient
descent, but instead of computing the (average) gradient using the entire dataset in SGD a
single (random) datapoint and the gradient of the loss function for that datapoint is used. If
the objective has a regularization term, then the gradient of the regulariser also has to be added
to the overall gradient.4

Figure 8(a) shows the trajectory of gradient descent and stochastic gradient descent for
simple linear regression problem. Figure 8(b) shows the test errors for the resulting model as a
function of the number of iterations of gradient descent and stochastic gradient descent. Note
that while stochastic gradient descent takes about four times as many iterations as gradient
descent, each iteration of gradient descent requires O(ND) time to compute the gradients,
whereas in stochastic gradient descent it is only O(D)!

Online Learning and Minibatch

Another important advantage of SGD is that it can be implemented in an online fashion. If we
don’t have all of the data at once, or it needs to be read from disk (which could be slow), we can
update the model as we receive the data, rather than wait to collect all the data first. While
there are theoretical results proving the convergence of stochastic gradient descent, in practice
it is found that by mini-batching the performance of SGD-like algorithms can be improved
significantly. The idea of mini-batching is simple, instead of just picking one datapoint as in
SGD, we pick b points B = {(xi1 , yi1), . . . , (xib , yib)} and then use the average gradient over the
minibatch to take the gradient-descent step. Again, if the original objective had a regularization
term, then the gradient of the regularization term needs to be added to this. Mini-batching has
the advantage of reducing the variance in the gradients and hence it is a bit more stable than
(true) SGD.

4Note that the relative scale of the data to regularization is important. If the original objective had the
average loss over the dataset, then it is probably fine to just pick one point, calculate the gradient of the loss
function for that point and add to it the gradient of the regularizer. However, if the sum of the loss is used
instead of the average, the gradient of the regularizer should be scaled down appropriately when using SGD. In
general, it may be necessary to choose the learning rate using some validation techniques.
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6 Constrained Convex Optimisation

At times, we may encounter objective functions that need to be optimised over constrained sets.
For example, an equivalent formulation of the Ridge Regression objective is:

minimise (Xw − y)T(Xw − y)

subject to : wTw ≤ R

The Lasso objective can also be expressed in a similar form, replacing the constraing wTw ≤ R
by
∑D

i=1 |wi| ≤ R. We may apply the gradient descent algorithm to such problems, however,
even if we start from a point inside the constrained set, the gradient step may take us outside
it. The simple solution is to then add a projection step after every gradient step: when the
gradient step takes us outside the constrained set, we project to the nearest point that is inside
it. For Lasso and Ridge Regression this projection operator has a particularly simple form,
however in other instances the projection step can be quite expensive (it can itself be framed as
a convex optimisation problem). Discussion of these projection operators is beyond the scope
of this course.

7 Discussion

This has been a whirlwind tour of optimisation techniques. We’ve covered the basics of first-
order and second-order methods. However, when actually using these methods in practice, it
is often the case that there are “tricks of the trade” that can make a significant difference in
the computational resources required to perform the optimisation as well as the quality of the
obtained solution, especially when the function being optimised is not convex. To quote Boyd
and Vandenberghe (2004), convex optimisation has become a technology, whereas non-convex
optimisation is still bit of an art. Thus, these tricks are even more important when it comes to
optimising non-convex objective functions, such as those encountered when training deep neural
networks. Murphy (2012, Chaps. 8, 13) and Goodfellow et al. (2016, Chap. 8) discuss various
extensions to the methods discussed in the lecture in greater detail and are well worth a read.
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